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Satellite Rural Telephone Network Design:
A Methodology for Performance Optimization

Roberto Conte
(ABSTRACT)

Rural telephony has historically been a recurring subject of concern for most large
developing countries. It is generally considered that rura telephone users do not generate the
same level of telephone traffic and, thus, revenue as urban users, lowering the incentives to
invest in rural telecommunications. The financia implications of wiring a vast area for low
telephone traffic causes most telephone service providers to ignore or delay offering telephone
service to those regions. Still, it is known that telecommunications are essential to the economic
development of aregion, and that traffic increases rapidly as soon as the service is available.

A satellite—based telephone network can provide efficient long distance telephone service
to remote rural communities at a lower cost than land-based wired networks in most cases.
Mobile satellite systems aready provide this service, but are limited in capacity and charge high
per-minute fees for the satellite link. Small earth stations and GEO satell ites can provide this
service more efficiently and at lower cost.

A methodology to optimize the network performance has been developed. A set of
economic models to evaluate different combinations of network topologies and multiple access
techniques have been implemented, and a technical -economic assessment has been performed for
the different technologies under different traffic scenarios.  Traffic intensity, network size and
per-minute user costs have been optimized to achieve the network’s economic br eak-even point
under different conditions and congtraints. The general behavior of fixed-assgnment Single
Channel per Carrier (SCPC), fixed-assgnment Multiple Channel per Carrier (MCPC) and
demand-assignment SCPC star networks, as well as demand-assignment SCPC mesh networks
has been analyzed. Important parameters have been identified in order to improve the process of
effective and cost-€efficient satellite rural telephone network design.
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Chapter 1

| ntr oduction

1.1 Problem Statement

Rural telephony has always been a recurring subject for most large and/or developing
countries. It has been known for a long time that a country's economic development (as
measured by its Gross National Product, GNP) is strongly correlated to its telephone density
(number of telephone lines per 100 people). This Situation is more evident in countries with a
vast territorial area or with a large rural population, which require a large investment in
telecommunications equipment, and which need a long implementation time. It is generally
considered that rural telephone users do not generate the same level of telephone traffic, and thus
revenue, as urban users, lowering the incentives to invest in rura telecommunications. The
financial implications of wiring a vast area for low telephone traffic causes most service
providers to ignore or delay offering telephone service to those regions.

Governments, telephone companies and researchers all agree that cost is the largest hurdle
[Tal98]. Studies show how bringing telecommunications to rural areas increases the indirect
benefits of telecommunications investment on the economic development of that region [Hud84].
The same studies al so show how actual telephone traffic rapidly increases once the service starts,
often exceeding theinitia projected traffic.

A satellite-based tel ephone network can provide efficient long distance tel ephone service to
remote rural communities at lower cost than land-based wired networks in most cases. Mobile
Satellite Systems (M SS) have been proposed for this application among others, but their intrinsic
nature (circuit switched, low traffic capacity, high operational costs) has kept them away from
rural telephony applications. References [Evad6], [Joh95]. [Wes94] and [Wes96] show the
technical capacity of these systems, and [Con98], [Och98], [Tal98] and [Con99] show alternative
solutions to this particular problem. To identify the most promising cost-effective technologies
for satellite communications, [Pri96] states that “... technical feasibility, available financing and
existence of a market must be present for a business to be viable,” conditions which must be
clearly presented in the business plan for any future satellite network.



The thesis of this research is that current satellite and earth station technology aready
provides technical feasibility for rural telephone systems, although this technology can and will
be improved in the future to provide a better, more cost-effective service to the users. Asfor the
market existence, over 75% of the world’s population (about 4 billion people) currently has no
telephone service, athough that does not mean that they all can afford it. Still, the mar ket exists
for alarge number of people in extended areas and rapidly developing countries. The financing
required to serve them will appear when a proper business case is presented, together with the
best performing technology available. Thiswork show s how this can happen now (year 2000).

This dissertation describes a simple but efficient methodology for digital telephone
network design using a computer model with variable input data for specific rura scenarios. It
processes those data through a number of specific control parameters (technical constraints), and
processes all data according to the desired performance parameters. This allows the designer to
define the most efficient satellite system (or combination of systems) which best provides quali ty
rural telephone and data service for optimal performance.

Initial boundary conditions for this work are based on the need to offer efficient telephone
service using digital satellite systems and to interconnect to the Public Switched Telephone
Network (PSTN). A variety of small, medium and large size networks of simultaneous satellite
and telephone users were simulated throughout the research.  Telephone circuits are assumed to
be symmetrical (same amount of information flowing both ways), real time (no delays other than
typical satellite propagation delay) and with standard Quality of Service (QoS) as expected from
international digital voice transmission standards to access the Public Switched Telephone
Network (PSTN). Typical Geodtationary Earth Orbit (GEO) commercial satellites are
considered for ease of use and lower operational costs, and Radio Frequency (RF) subsystems
are considered standard on typica fixed, parabolic dish antenna earth stations. Finaly, the
absence of aterrestrial link or return channel demands this to be an autonomous, complete, bi-

directional satellite system.
1.2 Research Goals

The purpose of this work is to investigate and define efficient ways to provide economic
digital telephone service and data transmission to rural communities by means of a
communications satellite. A detailed description and analysis of current technology is devel oped
to fully assess the convenience of serving rural communities with current systems or the need to
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provide new options. An economic analysis for different technologies is presented, with
emphasis on different performance parameters and its impact on total network cost, optimizing
for both lowest investors and users cost.

The analysis of satellite rural telephony network designs alows the designer to look at all
important aspects of network design and to investigate critical aspects of system performance.
Since every desired rural network's technical, economic and social -geographic characteristics are
different, it is common to have different parameters driving the network design process.
Assigning a single solution to al design casesis an inefficient way to find a solution. A digital
network design methodology that allows for specific parameter and performance optimization on
rura telephone and data networks has been developed, alowing the designer to find the best
possible technology according to the desired performance parameters.

This report also proposes a novel satellite network architecture and protocols which were
developed as part of this research, that alow good Quality of Service (QoS) to remote telephone
users by modifying the Asynchronous Transfer Mode (ATM) standard for digital packet
communications over a high latency satellite channel.

1.3 Document Overview

This document presents a methodology for the technical and economical study of satellite
rural telephone network design. It discusses the rural telephony problem and reviews past and
current technologies which have been used in a attempt to provide telephone service to rural
areas. Also discussed are economic indicators, performance requirements and network design
techniques. It also mentions briefly a new approach to voice and data packet switched
communications especially adapted to the satellite environment.

Chapter 1 presents the rura telephony problem, along with the research goals and an
overview of this document.

Chapter 2 presents a comprehensive literature review on rura telephony, the fundamentals
and strategies of communication systems design, reviews the initial, existing and future Wireless
Loca Loop (WLL) and satellite systems for this application as well as the economic issuesin the
design of satellite telephone networks.

Chapter 3 describes digital circuit- and packet-switched networks with an emphasis on
Quality of Service requirements for digital voice over satellite channels, as well as satellite
system and network performance and technology.

3



Chapter 4 describes the network design methodology proposed for rural telephone network
design by means of optimization tools that maximize performance while providing users with a
cost-effective service. Different scenarios are described and simulated for different
technologies, and results are shown.

Chapter 5 describes the analysis of the results obtained in Chapter 4 and discusses their
impact on telephone network design, specifically for rural satellite applications. The analysisis
based on both technical factors (network size and traffic capacity) as well as economical factors
(capital investment, operational expenses, revenues and user costs per-minute call). Severa
technical and economic parameters are analyzed and their impact on performance is optimized.

Chapter 6 shows a summary of this work, its main conclusions and contributions, and
indicates potential areas for further study.



Chapter 2 Satellite Rural Telephony Background
and Literature Survey

2.1 General Rural Teephone Networ king Background

Remote and rural communities in large or developing countries have historically been left
with poor or non-existent communications due to a number of factors, although tel ephone service
has often been considered important for regional growth. Wireline networks are often not an
economic option due to high initial investment and low financial returns, especially in small
communities and isolated locations.  Most current rura telephone networks exist as an
obligation from governmental requirements for telephone service providers to cover low density
and small remote locations. Maximum limits on mandated tariffs are often imposed, so the
economics of those rural nodes have been subsidized either by the government or by urban users.

Wireless communication networks are gaining an increasing amount of attention for use in
such applications due to more cost-effective performance.  Although analog Multiple-Access
Radio has been used before in rural applications, new wireless digital systems could help bring
telephone communications to remote locations through the use of Wireless Loca Loops (WLL)
as mentioned by [Cox96], [Pad95] and [Wes96]. Since wireline service operators may not serve
remote locations, high- and low- tier WLLs can provide a wireless “last-mile”, but it still
requires long distance accessto the PSTN. This can be achieved with asatelliteterminal, which
has ubiquitous presence under the satellite’s footprint.  For that reason satellites are being
considered as either a relay service (hybrid bent-pipe) or as part of an integrated cellular /
satellite system, as reported by [Re95], [Evad7], [Con99] and [STM99].

2.1.1 The Rural Telephony Problem: Local and L ong Distance

Communications

Rura communities without tel ephone service have two different problems: they can neither
call their neighbors (local calls) nor the outside world (long distance calls). If arural village has
at least a single long distance telephone line placed at the local store, authority or health facility,
local people can at least communicate with relatives, authorities or other government offices.
The calls may be for personal, emergency or important official messages, even if users have to



walk to this place. Although many countries mandate their local telecommunications operators
to provide long distance telephone service to certain size communities, these mandates are often
ignored or delayed because of economic factors.

A rura village will hardly have local service if they do not have long distance service,
which has higher priority. Loca telephone service will usualy be implemented in villages that
reach a certain minimum size and telephone traffic conditions, and only after long distance
service has been operational and people are familiar with itsuse. A local network not connected
to the Public Switched Telephone Network (PSTN) is called a private network. The local
network's transmission media between the switch and the local user's premisesis called the "last
mile technology"”, and it may consist of cabled (wired) or radio (wireless) communication links.

Local calls are handled by alocal switch office, which connects calls from one villager to
another rural subscriber according to the number dialed. If along distance number is dialed, the
local rural office will switch the call to the long distance switch, or gateway, which will connect
the call to the long distance transmission system and carry the call to another gateway connected
to the PSTN. Thus, the long distance gateways are the most important elements of the telephone
network regarding rural telephony. It is the intention of this work to show that a satellite system
can provide rura telephone service with a good Quality of Service (QoS) using a digital
communications network. Special attention is drawn to the remote (rural) and gateway (urban)
earth station elements and overall satellite network technology that provides long distance
telephone service using Very Small Aperture Terminal (VSAT) technology when following a
cost-efficient design methodol ogy.

2.1.2 Design of Rural Telecommunications Networks

There are many issues to be defined when designing rura telecommunication networks, all
of them of varying importance, but amost al of them fal into three main areas. geopolitical,
technical and economic. Geopolitical issues deal with the rural region's developmental level
based on its social, political, educational and economic history, which is important to define but
will not be covered in thiswork [Sch96]. Technical issues usually refer to available technology,
regulatory and legal frameworks, rural communities size and expected communications traffic,
type of communication services and available technical workforce [Con94]. Economic issues



deal with defining the initial investment required to deploy communications equipment in a
remote region, its operational cost and the users revenue generating capacity, so the service is
self-supported financialy and keeps subsidies to a minimum.

The latter analysis must include both the cost of available technology, initia and future
expected traffic and the performance metrics and technical standards required by the nationa
telecommunications networks or PTT operators. It isin these two areas, technical and economic,
where the present work is situated.

Although the design and specification of technica elements in communications networks
fall amost entirely into the telecommunications engineering area, and the economic analysis of
the network is a mainly a finance problem, the proper network design sequence and future
economic success depends heavily on another engineering branch, called systems engineering.

2.1.2.1 The Life Cycle Process

The systems engineering process provides a way to better understand and approach most
design problems over the complete life cycle of a product, in this case a rura
telecommunications network. It provides the methodology to efficiently manage any given man-
made system, from the conceptua design to the termination and disposal stages [Bla98]. Based
upon this approach, the design of any communications network must include the steps shown in

Figure 2.1

Network Network Network Network Network Network
Planning Design Development Implementation Operation Termination

Figure 2.1. The systems engineering life cycle process.

The sequence of technical and economic activities required to design a satellite rural
communications network are complex processes that should be achieved by many people in
different areas of expertise and at different times, working as a team, following a system
management plan and supervised under a single authority. The key for the systems engineering
process success is good planning, good management and teamwork.



The technical scope of the present work is only at the network design stage; thus the rest of

the technical process is to be done elsewhere. On the other hand, the economic scope of this

work must include all steps shown in Figure 2.1 in order to provide investors with a clear idea of

all major financial milestones.

1.

Network Planning Stage: This refers to the basic identification of rura telephone needs,
dimensioning of the networking problem and definition of possible solutions.

Network Design Sage: Thisrefersto the search for real and feasible solutions once the basic
needs have been identified. The input information must be processed with whatever
technical and economic constraints exist, and optimal solutions are delivered.

Network Development Stage: This refers to the necessary steps to develop the network
elements as defined at the design stage. Includes the logistics to acquire, assemble and
deliver systems and subsystems, personnel training and testing.

Network Implementation Stage: This refers to the construction of the network following the
previoudy defined logistics plan by transporting the equipment to its final destination,
assembly of systems and subsystems at each site, testing each terminal and local network,
and training of local operators.

Network Operation Stage: This refers to the use of the communications network by rura
users, as initially specified at the conceptua stage. It actually is the delivery of the end
product to the consumer, in this case digital telephone service to rural users, and it should last
throughout the expected equipment life cycle. It is aso during this productive equipment’s
lifetime that it will generate revenue to network operators and investors, as defined in the
network design stage.

Network Termination Stage: This refersto the retirement of equipment after it has reached its
operationa lifetime. Aging, new technology availability, frequent equipment malfunctions
or high operational costs may be the cause. New regulations show increasing concern to

dispose of old products in an environmentally friendly way.

2.1.3WirelessLocal Loops (WLL) for Rural Local Communications

Currently, wireless technology offers different networking options for local 1oop telephone

applications, not considering point-to-point or point-to-multipoint radiotelephones. Digital



wireless telephone technology can be divided into two very well defined groups, based on its
technology platforms, services and characteristics. 1) Cordlesstelephone systems, which are also
defined as Low-Tier Wireless Local Loops (L-WLL), and 2) Cellular telephone systems, which
are also defined as High-Tier Wireless Local Loops (H-WLL). Since both WLL groups work at
UHF frequencies, rain is not a problem, and for rural, scattered, semi -fixed users, multipath is
not as big aproblem asit isin urban applications.

Cdlular (high-tier) communications allow wireless telephone service, but coverage is
usually limited to urban and suburban areas. Cordless (low -tier) communications can now offer
this service, too, but the coverage area is even smaller than that of cellular systems. In both
cases, satellite access to the PSTN Central Office (CO) switch is needed for remote site
applications.  Either type of technology could provide adequate service in a remote Wireless
Loca Loop application if thereis asatellite link to the PSTN.

Persona Communications Systems (PCS) is a term often applied to cellular telephone
systems, athough PCS and cellular are not exactly the same. Certain bands of frequency have
been assigned for cellular service (450-470, 824-849 and 869-894 MHZz), depending upon the
country and technology being used. On the other hand, frequency spectrum around 1900 MHz
has been assigned to PCS, consisting of three blocks of 30 MHz each and three more blocks of
10 MHz each, including forward and reverse bands. The bands from 1850-1910 MHz and 1930-
1990 MHz are reserved for licensed operations, while the band in between (1910-1930 MHz)
was assigned to PCS unlicensed operations [Rapp96] .

The main difference between cordless (low-tier, L-WLL) and cellular (high-tier, H-WLL)
systems is the coverage area, which in the first case is usually a few hundred meters for low
mobility users, while in the second case the area may be a few kilometers for high mobility
users. Each WLL technology also has specific characteristics regarding traffic capacity and
performance depending upon the network size, and will be briefly described next.

2.1.3.1 High Tier (Cellular) WLL

A high tier WLL is basically a cellular radio mobile system which provides a wireless
connection from the user's terminal (portable, mobile or semi -fixed) to the PSTN through aradio
channel. Current cellular systems are known as Second Generation, since they are the digital
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evolution over the analog First Generation cellular systems. New developments in technology
will bring what is being called Third Generation (3G) systems, a further evolution on current
(2G) cdlular systems that allows higher bit rates, able to serve data services such as the Internet.

The three most important 2G digital cdlular standards are known as GSM, CDMA and
TDMA. The first, Global System for Mobile or GSM/DCS1800, is a European standard and
currently the most widely used digital cellular and PCS standard in the world. The second,
using Code Division Multiple Access or CDMA/IS-95 is a U.S. standard introduced by the
company Qualcomm, and the third, using Time Division Multiple Access or USDC/1S-136, isan
evolution of the first generation AMPS system and adso a U.S. standard. The main parameters of
the 2G H-WLL systems mentioned above are presented in Table 2.1.

Table 2.1. High tier wireless local loop technologies

Cellular standard 1S-54/136 Gsv 1S-95 DCS 1800
Multiple Access TDMA/FDMA | TDMA/FDMA | CDMA/FDMA | TDMA/FDMA
Freq. Bands | Fwd| 869-894 MHz | 935-960 MHz | 869-894 MHz | 1805-1880 MHz
Rev | 824-849 MHz | 890-915MHz | 824-849 MHz | 1710-1785 MHz

Modulation p/4 DQPSK GMSK BPSK/QPSK GMSK

RF Channel 30 kHz 200 kHz 1250 kHz 200 kHz
Carriers per channel | 3 8 Variable 8

Channdl bit rate 48.6 kbps 270.833 kbps | 1.2288 Mchip/s | 270.833 kbps

2.1.3.2Low Tier (Cordless) WLL

Low tier WLLs are currently the high-end evolution of indoor cordless telephones, which
now feature digital services and allow more extensive coverage area than their predecessors.
Frequency spectrum has been assigned to L-WLLs around 1900 MHz in most countries. In
order to solve the last mile problem for the PSTN they are expected to cover only a
neighborhood area, thus limiting fast-moving phones.  L-WLLs could be used for large
concentrations of usersin small areas with low user mobility, such as pedestrians or home users
in urban or suburban locations.

Arguably the three most promising digital standards in the world are mentioned next. First,
the Personal Access Communications System (PACS), a U.S. system designed to merge with the
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Integrated Services Digital Network (ISDN). Second, the Digital European Cordless Telephone
(DECT), a European system with anew PCS version (PWT) proposed for its usein the U.S.; and
third, the Personal Handiphone System (PHS), a highly successful Japanese system. Table 2.2

shows the basic parameters of each technology.

Table2.2. Low tier wirelesslocal loop technologies

Cordless standard PACS DECT/ PWT PHS
Multiple Access TDMA/FDMA | TDMA/FDMA | TDMA/FDMA
Frequency (MH2) 1850-1910 |  1880-1900 1895-1918
1930-1990
RF Channd (kHz) 1728 300 300
Number of carriers 16 pairs/10 MHz 10 77
Channels per carrier 8/pair 12 4
Channel rate (kbps) 32 32 32

2.2 Satellite Communications Background

In 1945 Arthur C. Clarke [Clad5] showed that a man-made radio repeater placed over the
equator at 42,164 km from the center of the earth would have an orbita period that matched the
earth’'s period (23hours 56 minutes). At this atitude the satellite would seem to be stationary to
an observer on earth, thus alowing it to be used as a permanent radio repeater covering almost
42% of the earth's surface. This orbit is called the Geostationary Earth Orbit (GEO). Three
GEO satellites in the same orbit placed 120 degrees apart could provide radio relays to almost
the entire world. The USSR launched the first artificial satellite, Sputnik, in 1957. In 1958 the
U.S. launched Score, the first satellite to transmit a recorded voice message, and just like
Sputnik, it was placed in aLow Earth Orbit (LEO).

The first satellite to reach GEO orbit was Syncom I1, launched by the U.S. in 1963. Since
then, a large number of communications, earth observation and military satellites have been put
in different orbits, depending upon the specific application. Most communications satellites have
been placed in GEO orbits, but recently new globa satellite systems have been using a large
number of LEO satellitesin inclined orbital planesin order to provide service to the entire world.

Thisis called a satellite constellation.
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2.2.1 Satellite Communications Concepts

All satellite communication systems have two segments. the ground segment (earth
stations) and the space segment (communications satellites). The ground segment may be further
divided into two main elements:. a transmit earth station and a receive earth station. There may
be any possible combination of these elements. a single transmit/receive earth station operating
on a closed loop, one transmit and many receive earth stations (broadcast), or any number of
transmit/receive earth stations forming a satellite communications network. A network may be
connected into a number of different topologies, depending upon its main application and
technical requirements. Since the early 1960's the development of satellite communications has

been impressive in terms of capacity as well asin performance.

2.2.1.1 Satellite Communications Theory

Any satellite follows atrgjectory that is defined by its distance from the center of the earth,
as described by orbital mechanics theory. The physical and mathematical basis for orbital
mechanics were described by Newton and Kepler centuries ago, but only in recent times did
technology allow high atitude launches and the use of electronic communications systems.

Newton's Universal Gravitational Law describes the force and velocity required for abody

to stay in orbit, while Kepler's three laws describe the geometry and trgjectories of celestial
bodies. The genera case for Kepler's laws appliesto elliptical orbits but acircular orbit may be
considered as a special case where both foci are at the same position. The period of an orbit of
any satellite is described in [Pra86] by:

R LA 2.1)

Where T = orbital period (seconds), a = Distance between satellite and center of the earth
(km), and 1= Kepler's constant (p = 3.9861352 x 10° knv/s?)

If the satellite orbital period equals the earth's rotational period, the satellite isin a GEO
orbit, located at 42,164 km over the equator. If the satellite's orbital period is much shorter than
earth's, it follows a Low Earth Orbit, but requires a higher velocity to avoid being pulled down
by the earth's gravity. If the satellite's orbital period islonger than earth's, then it follows a High
Earth Orbit (such as the moon) and a much lower velocity is needed to maintain orbit.
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The distance to the satellite is very important in telecommunications for two reasons: signa
attenuation and time delay. Free Space Attenuation is the loss of radiated signal power as it
moves away from the transmit antenna due to spherical spreading. A long propagating distance
results in low signal power density per unit area. Additional attenuation occurs in the
atmosphere due to interaction of the signal with atmospheric gases during propagation. Delay is
the time it takes for the signal to travel from one point to another at the speed of light. GEO
satellites are placed so far from earth that it takes over one quarter of a second to relay a signal
between two earth stations. This delay can be significant in certain cases such as real -time voice
and video, as well asin some data transmission applications.

2.2.1.2 Satellite Communications M odel

What makes a communications satellite different from other satellites is its payload,
usualy a radio repeater consisting of a transmitter/receiver combination called a transponder.
The long path between an earth station and a satellite causes high losses (attenuation) especialy
at higher frequencies, therefore amplifier gain must be provided for the carrier signal in order to
overcome this problem, and this is the transponder's task. A typical bent-pipe transponder
consists of 5 main elements:

1. Receive antenna

Front end receiver (mainly aLow Noise Amplifier = LNA)
Frequency converter

Transmitter (mainly a High Power Amplifier = HPA), and

o~ 0D

Transmit antenna, which may be the same as the receive antenna (element 1).

While the antennas provide passive gain, the LNA and HPA must provide active
(electrical) gain to the signal, enough to overcome the path losses. Extra losses are often taken
into consideration, especially rain fades and interference losses. Earth stations typically consist
of elements 1 and 2 mentioned above (receive earth station) and 4 and 5 (transmit earth station),
which are used for the same purpose. The end-to-end signal power budget, called alink budget,
isdescribed in (2.2) in dB units as

C/N(dB):Pt'l' Gt'Lp'Lr'l'Gr'k'Tsys—B (22)

Where
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C/N = Received signa's carrier to noise ratio (dB)
P = HPA'stransmitter power (dBW)
Gt = Transmit and receive antennagain (dBi)
L, = Propagation loss (dB)
L, = Ranloss(dB)
k = Boltzmann's constant (-228.6 dB-JK)
Tys = System noise temperature (dBK)
Bn = Receiver Noise bandwidth (dB-Hz).

The total C/N figure is based on the combination of numerical (ratio, not dB) values of the

uplink and downlink C/N figures plus an interference ratio C/1, as shown next

Ol Gl )

Once the signa is guaranteed to provide a good carrier to noise ratio, demodulation

provides the required Energy per bit to Noise density (Eb/No) ratio, described as
Eb/No= C/IN+ B—Rs (2.9)

Where Rsisthe symbol rate in dB-symbols/second.

When more than one signa is sent to the satellite, there must be an organized way to
accommodate each carrier, so channels are divided and used according to a pre-defined multiple
access scheme, which heavily influences the satellite network's bandwidth efficiency and
throughput.  Multiple access protocols are classified by [Pey99] into several types. fixed
assignment, demand assignment, random access, hybrid random access and reservation, and
adaptive protocols.

Fixed assignment protocols are good on high traffic, small (few nodes) networks. Demand
assignment protocols are better suited to low traffic, larger networks, such as satellite rural
telephony. Random access protocols are mainly used to transmit medium traffic data in packet
networks, while hybrid random and reservation protocols work best at medium traffic data
packet networks with occasiona higher traffic by just one or a few of the nodes at any time.
Finally, adaptive protocols allow completely random access for low traffic and change

dynamically to reservation for higher traffic loads.
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2.2.2 Basic Repeater (Bent-Pipe) Satellite Systems

As mentioned before, what differentiates a communications satellite from other satellitesis
its repeater payload, a number of radio receivers/transmitters that are better known as
transponders. A transponder is a communications repeater for radio signals received on board
the satellite, processed and then transmitted to a ground earth station. A transponder is generally
defined by its bandwidth capacity (36, 54 or 72 MHz on Ku-band satellites), its available
transmit effective isotropic radiated power (40 dBW to 54 dBW or 10,000 W to 250,000 W) and
its on-board processing capabilities.

Early transponders were simple and consisted of only a few subsystems: receiving and
transmitting antennas, a Low-Noise Amplifier (LNA) receiver, a frequency converter and a
High-Power Amplifier (HPA) transmitter. Thisbasic (and till very popular) type of transponder
would only recelve the signa through the Rx antenna, amplify it in the LNA, change the
frequency (down convert) and feed it to the HPA, and then transmit it through the Tx antenna.
Since no change is made to the signal, except for carrier frequency trandation and power
amplification, a satellite with this type of transponder is also known as repeater (or bent-pipe)
satellite.

A traditional repeater satellite is complex in the sense that severa effects can take placein
the recelved signal (non-linearity, delay, distortion), but always regarding its frequency and
power, not the signal content itself, so the transponder never “knows’ anything else about the
signal. A bent-pipe transponder is almost transparent to the user since it sends back basically the
same information, and in the same sequence, as it arrived, thus “repeating” the signal. That has
been sufficient for past and most current satellite applications, but may not be enough for digital
packet satellite networks. Figure 2.2 shows the basic arrangement for a bent-pipe satellite link.

Satellite Transponder

e I A e

LNA Frequency HPA

A/ Converter \A

Tx Earth Station Rx Earth Station
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Figure 2.2. Basic repeater (bent-pipe) satellite link elements.

2.2.3 Advanced On-Board Processing (OBP) Satellite Systems

As mentioned above, a repeater satellite only changes frequency and power parameters on
adigitally modulated, but still analog, signal. That meansthat if there is distortion on the uplink
analog signal, this distortion will be amplified and trandated in frequency to the downlink, thus
lowering even more the quality of the analog signal. This has a negative impact on the received
downlink signal power and total C/N ratio, as described on equations 3 and 4. This has a direct
effect on the digital signa’s bit error rate, and neither the user nor the repeater satellite can
improve that signal, although coding may help.

A repeater satellite also forces the signal to follow the same route; from the receiver to the
transmitter all signals on that specific transponder will always be together, coming from the same
transmit earth station and going to the same receiving earth stations. That is a limiting factor in
some networking applications, where versatility to switch is needed to offer a better service.

Due to these limiting factors on basic bent-pipe satellites, new type of transponders were
conceived, which allow a number of different approaches to avoid these problems, although none
is currently able to solve al of them, since the limitations are different for each application.
These types of transponders are used on “smart” satellites called On-Board Processing (OBP)
satellites, since they process in various ways the uplinked signals before repeating them on the
downlink.

One type of on-board processing, called base-band (BB) processing takes place by
downconverting and demodulating the analog signal, then demultiplexing and reconstructing the
binary information stream to correct any errors that may have happened during the uplink. A new
rectangular pulse waveform is generated with the clean binary sequence and, after that, the signal
is again modulated, multiplexed and upconverted to be transmitted on the downlink, clean from
any uplink degradation, thus improving the Eb/No ratio and, therefore, the BER at the receiving
earth station.
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Another type of OBP takes place when many Time Division Multiple Access (TDMA)
signals from different transmitting earth stations are received at the satellite, then are base-band
processed into binary streams and multiplexed into a single TDM signal going down to a single
receiving earth station. This earth station usually acts as a hub or gateway into a single computer
or network in a star topology, thus optimizing the satellite’'s power and bandwidth for the
downlink.

Two other common types of OBP are increasingly taking place on satellite systems
involving some type of on-board switching: spot beam switching, and packet switching and
routing.

Spot-beam switching involves the use of several recelve and/or transmit antennas (or
directive beams) onboard the satellite, which are used to send information to selected regions
(spots) as seen from the satellite. This allows the reuse of the same frequencies for different
coverage areas, thus increasing satellite capacity, as long as the spots are sufficiently far apart
from each other to avoid interference. The satellite would have to “know” to whi ch spot the
incoming signal must be sent, or the other way around, usualy by the use of certain link
frequencies or by reading the packet’s address. Thisis a very effective way of routing specific-
site or point-to-point links.

The other type of onboard switching involves the use of the satellite as an “intelligent”
network node. It will be mentioned later how packet networking architectures such as ATM and
TCP/IP require the packets to follow a certain path or route to its terminal node, as included in
the packet overhead (or address) during the connection period. The process of routing is done
by a cross-connect device caled a "switch". Each switch has a number of input and output
ports, which are connected to other ports at different switches across the network according to a
connection plan stored in memory, also called a "routing table". There, the switch reads its
virtual connection parameters and sends the packet to the physical channel through the proper
output port.

Broadband satellite networks are developing on-board processing technology that allows
the use of the satellite as a network router, or as they cal it, a "Switch in the Sky", which will

allow faster routing and forwarding. A number of experimental and commercial satellites have
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been using switching technology for some time, like Italy’s ITALSAT and European OLY MPUS
satellites aswell as NASA’s Advanced Communications Technology Satellite (ACTS) [Had99].

Since satellites can reach longer distances, it is expected that less processing time will be
required (only one router/switch) with the possibility of lower latency, although propagation time
on satellite networks will still play asignificant rolein overal latency. Another advantageisthat
an OBP satellite will be able to re-direct packets into the correct spot beam, time frame,
downlink frequency or sub-network, either for a single user or for broadcast, at -and from- any
point where a satellite’ s extensive coverage area allows.

2.3 Satellite Systems Used for Rural Telephony
Rural Telephony by satellite has been widely studied and described, but in fact much of

that work never became areality until recent times for several reasons. There were afew places
where it had been implemented before, usually on small pilot networks as mentioned in [Ros81]
and [Con94]. Recent large applications are currently being deployed in South Africa (3,000
small terminals), Guatemala (600) and Australia (400) as reported in [Gil99]. There have also
been large network implementations in Chile (1,700) and Peru (190) as detailed in [Com99], but
large VSAT manufacturing companies and telephone service providers are still looking for cost-
efficient designs, attractive for al involved (manufacturers, operators and service users).

Several satellite system technologies can be used in rura telephony, requiring different
analysis of technical parameters. The satellite network’s technology heavily influences the user
terminal (small earth station) characteristics aswell asits overall costs. Typical usesof small or
personal satellite terminals are
- Serve coverage areas without wireline or cellular service,

Replace telephone networks in disaster situations, or
- Serve as an auxiliary buffer when the wired or wireless capacity has been reached.

A remote user can access the PSTN via satellite in one of two ways: through an indirect
user link accessto the satellite, or adirect link access. Theindirect access to the satellite is made
from awired or Wireless Local Loop (WLL) user termina through aVSAT termina and a GEO
satellite (hybrid system, Figure 2.3). The direct access architecture allows the user to transmit
from amobile terminal directly to the satellite (integrated system, Figure 2.4).
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Figure 2.3 Hybrid satellite system Figure 2.4 Integrated satellite system
2.3.1 First rural satellite systems

The first telephone links via satellite were implemented during the 1960’ s for international
long distance links among very large (30 meter) earth stations in several countries, mainly to
interconnect their national telephone networks, but rural telephony was not economically
attractive at that point. Rura satellite systems were eventually implemented later in satellite
history in developing countries such as Nigeria and Sudan through the support of the
International Telecommunication Satellite Organization (INTELSAT), which helped provide
telephone service during the 1970's.  Most of the early work involved the use of the INTELSAT
VISTA network, which included the use of INTELSAT satellites and small earth terminals
especially designed for rura telephony [Ros81]. Although the system was technically good at
that time and did fulfill its goal, it was an expensive and limited solution for most countries.
Nevertheless the old VISTA concept has till been an important service at Intelsat and rural
telephony satellite systems have been improving thanks to better and lower cost satellite and
earth station technology [AIb93]. Other countries such asthe U.S. (Alaska), Canada, Australia,
Mexico, India and Indonesia have since benefited from their domestic satellites for rura
communications. Other countries such as South Africa, Chile and Peru have benefited from
international (INTELSAT, PANAMSAT) or leased domestic and commercia satellite capacity
for rura telephony. The technology used in each case has been mainly through small earth
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stations with telephone interfaces that alow interconnection to the PSTN over a typica GEO
satellite at either C or Ku band. Most rural satellite service is still subsidized at some point.

2.3.2 Mobile Satellite Systems (M SS)

Early satellite systems used fixed-antenna earth stations with narrow antenna beams, where
a parabolic dish ground station antenna was pointed towards the GEO satellite. This allows the
placement of many satellites a few degrees apart from each other to avoid interference. The
earth station must have a directiona antenna, which cannot be used for mobile (cars, trains, ships
or airplane) communications.

Departing from the initial fixed-earth station application, during the mid 1970's a global
satellite communication system for US ships, MARISAT, was developed to provide voice and
data communications to ships on the high seas using L band frequencies (1.6/1.5 GHz) with
small, directiona and omnidirectional antennas. By the end of that decade an international
consortium was created under the name INMARSAT, which included MARISAT and the
European MARECS satellites, offering commercia service to maritime, terrestria and
aeronautical users. INMARSAT uses small, portable terminals for voice, low bit rate data and
fax for vehicle and ship-borne applications on a global basis through a gateway earth station
connected to the PSTN or public data networks. Other mobile communication satellite systems
were later created using GEO satellites at L band: MSAT, a US/Canadian joint venture; Optus, an
Audtralian system, and Solidaridad, an INMARSAT-like Mexican system [Con94].

More recent systems include the use of multiple Low Earth Orbit (LEO) satellites such as
Iridium, a 66 satellite system developed by Motorola for voice and paging services, operational
since the end of 1998 at L band, but later put out of business. Globalstar, a 48 satellites system
developed by Loral Qualcomm for voice and data services at S and L bands (2.5/1.5 GHz),
already deployed and operational, but allegedly in financial trouble since the service launch.
Other systems are aso being developed at this time, athough the initia excitement for global
mobile satellite services has seriously slowed down.
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2.3.3 VSAT-Based Rural Satellite Systems

A Very Small Aperture System (VSAT) satellite network consists of a Master Earth Station
(Gateway, Hub) which controls a number of smaller remote earth stations alowing digita
transmission through a number of possible networking combinations, usually in a star or mesh
topology. The remote terminals are known as VSATs (Very Small Aperture Terminals) because
they have smal antennas. VSATs were originally developed during the early 1980's for
business data transmission between remote sales offices or branches and its mainframe computer
or communications center [Gil91]. They have been heavily used for retailing, banking, financia
and parts distribution companies data networks operating as multiple sites in large regional or
national systems [IEEES8], [Gil95].

A VSAT terminal usually includes a 0.6 - 2.4 meter dish antenna and a transceiver radio
(outdoor unit - ODU) and a set of baseband and |F subsystems (indoor units - IDU). It requires
electrical power, which in some locations could mean solar panels and battery banks, as well as
some kind of fixed shelter for harsh environments. In hybrid architectures the VSAT is
connected to the WL L base station or radio port and to the local switching exchange.

Examples of ra telephony systems, some of them hybrid, are those offered by Gillam
(Belgium), Gilat (Israel), and Titan, Scientific Atlanta, STM Wireless and Hughes Network
Systemsin the US[Com99]. These systems provide local wireless service plus a GEO satellite
terminal for long distance access to the PSTN in a networked environment. The users only
require a common wireless phone since the service provider or network operator provides the
VSAT termina. The satellite frequency spectrum required for these systems might be that of
any available C or Ku band transponder that services the coverage area, but the local WLL
frequency spectrum, cell size and distribution and required radio power have to be defined and
approved localy. Most systems include solar cell powered equipment for remote rural
communities if needed.

Gillam manufactures the SATELNET product [Gill99]. Gilat manufactures the Dial Away
and FaraWay products [Gila99], [Com99] part 1.1.1. Scientific Atlanta manufactures the Skylinx
product [SA99], while Hughes Network Systems (HNS), developed its Terminal Earth Sation
(TES Quantum and later its TES Quantum-Direct products [HNS99]. STM Wireless, Inc.
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manufactures the DAMA 10000 and the new SpaceLoop network [STM99]. And finally The
Titan Corporation manufactures the Xpress Connection [Tit99]. Most of these systems have had
mixed economic success, and the market is strongly divided between Gilat and HNS [Com99].

2.3.4 Broadband Satellite Systems

The Internet explosion has created a global demand for wideband data services that cannot
be met by current wireline terrestrial networks only. Cellular and other current wireless systems
do not have the capacity to provide wideband services either. A new technology, Local
Multipoint Distribution Service (LMDS) will be able to provide this service in urban and some
rura communities, but its reach is ill limited. Satellite systems have entered the broadband
communications arena through the use of different technologies, such as Direct Broadcast
Satellites (Hughes' s dual DirectTV and DirectPC). VSAT technology is aso being used for this
application, mainly through similar systems offered by the same companies mentioned above
(Gilat, HNS, STM Wireless, S-A) and others such as ViaSat, Datel, Norsat and Wi reless World
Wide Web (W4). Mogt of these VSAT-based systems already offer arural or remote high speed
(64 kbps to 2 Mbps) satellite connection to the Internet through various hub gateways and
operate on a star topology at Ku-band with antenna sizes between 0.8 and 2.4 m.

In a different area, but following upon the promise of the mobile communication satellites
and expanding its limited bandwidth capacity, a number of companies are devel oping broadband
mobile satellite systems at both LEO and GEO orhits in order to provide broadband multimedia-
capable digital services at a global level. These networks will be able to provide Broadband
Integrated Services Digital Network (B-1SDN) channel capacity and high-speed IP and ATM
packet switching services to every corner of the earth. The only part of the RF spectrum with
available bandwidth for these applications is Ka band (30/20 GHz), so most broadband satellite
systems are planning to use that frequency band.

One such system, Teledesic, is based on an on-board ATM packet switching format
through a constellation of 288 LEO satellites at Ka band and is expected to start operations by
2004 [Tel99]. Another system called Spaceway, proposed by Hughes Network Systems (HNYS),
consists of 8 GEO satellites with advanced on board processing and regeneration capacity
operating at Ka band, expected to be operational by 2002 [Spa99]. Astrolink is anew system
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proposed by Lockheed Martin, TRW and Telespazio based on the use of 9 GEO satellites
scheduled to begin operations in 2003 [Ast99]. Skybridge is a system proposed by Alcatel,
based on the use of 80 LEO satellites at Ku band, expected to be operational by 2002 [Sky99].

2.4 Economic Issuesin the Design of Satellite Rural

Telephone Networks

As mentioned in Section 2.1 above, the design of rural telecommunications networks
mainly involves two main areas. communications engineering and economic planning.  Since
both areas are important, the first part of the network process involves a joint collaboration,
where both engineers and economists will work together to try to dimension the real telephone
needs for a certain region and offer a technically and economically feasible solution. This will
allow an intelligent choice of technology regarding system capacity and cost-effectiveness.

All components, systems and subsystems of the proposed network have an associated cost,
and its continued operation will also generate expenses throughout the system’s lifetime. On the
other hand, the system’s operation will aso generate revenue, allowing these costs to be
recovered with the network’s usage during the system’s lifetime.  Costs should be kept to a
minimum while still providing quality service to the users, and revenue should be maximized
while still charging a low usage cost. Thisis hot an easy balancing task, so every aspect of the
network’s cost and usage must be carefully analyzed, for a smal input parameter change could
make a large output difference and possibly define the project’s economic success or failure.
Next, the most important issues when designing a satellite network, in this case for rura

telephony applications, will be presented.

2.4.1 Rural Telephony Economic I ssues

As mentioned above, the design of a rural telephone network involves collaboration
between engineers and economists. For the engineers, this means gathering geographical data,
considering the location, number and size of all potential communities and looking for available
technologies that could provide such service. Another need is to assume within some limits the
amount of expected local and long distance traffic for the separate nodes, and narrow it down to
a cautiously reasonable figure. If there is interest or the need to provide a different type of
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communications service (data, video, fax, Internet access), this should also be considered in the
traffic and system capacity analysis, along with the proper network interconnection. At this point
all cabled, fiber optic, radio and satellite options must be evaluated in order to define the best
technology that alows interconnecting the remote sites to the Public Switched Telephone
Network (PSTN) or any other desired network.

The previous network design experience of engineers involved in this stage is very
important in order to eliminate obvioudy inappropriate or inefficient technol ogies according to
the specifics of the situation. Two typical examples of inefficient use of technology would be
the use of fiber optic cables on alarge number of dispersed small villagesin mountainous terrain,
or the use of satellite systems in a community within a few miles from alarge city. A network
topology (star, mesh, tree or bus) has to be defined after determining the total number of nodesin
order to provide the most efficient access to the desired network. Once the service has been
defined as a viable option, a technical -economical analysis will define one option over the other
technologies. If a satellite network is found to be the most attractive solution, then the satellite
network design process begins.

The work that economic planners must do is different, since it involves many economic
aspects of the network in order to make a business case out of it, otherwise the project will never
take place. The first element of data that must be found is the expected telephone service
demand or number of calls per unit time and expected call length in minutes. That is known as
traffic, and is important since that will be the single most important factor for determining
revenue and, thus, the profitability of a network. Second, there must be an evauation of the
existing market, that is, the rura community’s interest for the service and its economic
purchasing or spending power, both of which should provide guidance for a financialy healthy
business.

Once the network has been defined along with the engineers, the economists must make a
cost analysis of the network life cycle process, its development and implementation costs as well
asits operational life and retirement costs. That should incl ude both the terrestrial and the space
segments aong with maintenance and other operational expenses. They must then define the
expected revenue from the network’s usage, and also extend the analysis over its lifetime in

order to learn about its profitability over time.
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2.4.2 Multiple Access and Topology Evaluation Techniques

Multiple accessis the process of optimizing the resources on a communications network, in
this case the satellite channel, when many earth dations try to communicate through it.
Depending on the network configuration, and especially on the expected earth station traffic, the
channel may be available to every one at al times (fixed assignment), to just afew who ask for it
(demand assignment), or to those who grab it by random access when it’s needed (contention
assignment).

Different applications require different types of multiple access, depending upon the type,
quantity and limitations of the information to be sent. High volume and high traffic applications
usually require fixed assignment at all times, while short, bursty applications are more efficient
on contention assignments. Demand assignment is somewhere in between, when a channel may
be needed for a large volume transmission but only for some time, releasing the channel once it
has finished using it.

2.4.2.1 Multiple Access Techniques
There are different types of fixed assignment (or basic) multiple access protocols:

- Frequency Division Multiple Access (FDMA), where each earth station is allocated a specific
frequency and bandwidth on the satellite' s transponder at all times and no one else can use it,
even when the frequency isidle.

- Time Division Multiple Access (TDMA), where each earth station is alocated the whole
transponder bandwidth but only for a specific amount of time in a sequence, called atime dot.

- Code Division Multiple Access (CDMA), where each earth station may use the whole
transponder bandwidth all the time, thus interfering with each other, but is assigned a specific
orthogona binary code so that only the desired recelving earth station can recover the
transmitted information.

Figure 2.5 shows the genera taxonomy of multiple access protocols typicaly used in
satellite communications, with an emphasis on the protocols used in this work.
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Figure 2.5 Taxonomy of multiple access protocols for satellite communications

There are severa advantages and disadvantages to every type of fixed multiple access, and
that makes them useful for specific Situations depending upon the network configuration,
topology and type of transmitted information.

The selection of a multiple access protocol should consider the specific bandwidth and
power availability and communications requirements at both the transponder and the earth
stations [Bha81], [Pra86], [Rod96]. Any communications satellite is basically subdivided into
severa transponders with different frequency bands, which is a rough type of FDMA. Any type
of multiple access can be used on atransponder.

The main advantage of fixed assgnment multiple access is that the channel is aways
available when the user needsit, but it also creates expense due to transponder bandwidth or time
usage, even when it isnot in use. For low traffic applications that may not be a sound business
idea, so demand or contention assignment are usually recommended. Demand assignment is
usualy used for medium to low traffic, longer duration applications, such as voice telephony,
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while contention assignment is widely used for short, frequent data bursts such as in data and
Internet transmissions.

Probably the most important demand assignment protocol, known as Demand Assignment
Multiple Access (DAMA), is related to both time or frequency assignment demand. Frequency
demand usually takes place when a single earth gation requires the use of a single channd to
communicate with another earth station, and is known as Single Channel per Carrier (SCPC).
Here both earth stations are assigned a narrowband channel onboard the satellite during the
length of the cal from alimited pool of channels, and is known as SCPC-DAMA. After the
communication session is over, both earth stations release their channels, which are then free to
be assigned to anew pair of earth stations when requested.

Traffic theory, through the Erlang B formula, helps define the correct number of available
voice channels for a pre-determined network size and grade of service, as will be explained
shortly. SCPC-DAMA has been the multiple access technique of choice in satellite rura
telephony applications since long ago due to its ease of implementation and efficient use of the
satellite channel [Ros81]. Demand Assignment TDMA (DA-TDMA) is ademand protocol used
to request atime dot on a TDMA network, but its implementation is more complex than SCPC-
DAMA, and it is not widely used on telephony applications. TDMA generally requires higher
power earth station transmitters than SCPC-FDMA, and is consequently less popular.

Up until this part it has been assumed that all earth stations would have a s ngle user
channel per link, but multiplexing technology allows that channel to be shared even further,
through the use of Frequency (FDM) and Time (TDM) Divison Multiplexing. Since most
applications now are digital, TDM is the multiplexing technique of choice. Available technology
allows multiplexing of up to 8 and 10 TDM user channels into a single 64 kbps carrier, which is
atypical narrowband satellite channel [Alb96]. This technique of multiplexing several usersinto
asingle satellite channel is called Multiple Channels per Carrier (MCPC), and it is believed that
it would improve not only the capacity but also the revenue of an earth station [Com99]. This

assumption will be analyzed later on this work.
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2.4.2.2 Topology evaluation techniques

An assumption o far has been that any earth station can communicate with each other at
will if the users are more interested in talking to each other on a local loop than in accessing a
larger area network, such as the PSTN. In the case of satellite rural telephony it is assumed that
the users would like to connect to the PSTN more often than to each other, changing the network
topology from full mesh to star, shown in Figures 2.6 and 2.7. A star topology allows all remote
nodes to interconnect to the PSTN through a single network element knows as gateway or hub.

VSATD

Satellite

b) channel

vsatc O O vsatp

Figure 2.6 Star topology on satellite networks, @) four VSAT example, b) representation.
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Figure 2.7 Mesh topology on satellite networks, a) 3 VSAT example, b) representation [Mar95]

Severa problems have been associated with the star topology, the most important due to its
reliability on a single node, the hub, which could prove catastrophic to the whole network if the
hub goes down. Another, more important to the customers, is that the hub is usually located at a
large city in order to provide quick access to the PSTN, and whose geographical location is
transparent to the satellite. As seen from Figure 2.6, a centralized network element (Hub)
concentrates all communications. A link between any two VSAT terminals requires two hops,
increasing end-to-end delay. A call from aremote user to a subscriber in the large city would
include only the satellite cost plus that of alocal call, but a call to any other city would increase
the cost of the call according to the distance between the hub and the distant subscriber. Thus, a
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single point of access to the PSTN would imply that any call to other cities apart from the one
where the hub is located would increase the cost of the call.

One solution to the single point of access problem for satellite rural telephony has been the
use of a partial mesh topology, where a few of the remote earth stations are allowed to perform
as gateways to the PSTN in order to reduce long distance fees. Here, the satellite network would
find the shortest path and place the call through that specific gateway, decreasing the cost of the
call. One problem with this architecture is that the gateway earth stations are larger, more
complex and expensive than the usua remote terminals and the network requires a better
Network Management System (NMS), which is the software that operates the network.

Severa VSAT manufacturing companies currently offer products which can be used on
either star or mesh topologies, depending upon the customer’s preferences. The question about
which topology, mesh or star, is more adequate according to [Mar95] depends upon three factors:
1. The structure of information flow within the network.

2. Therequested link quality and capacity.
3. Thealowed transmission time delay.

All three factors depend upon their different senditivities to a single- or double-hop in
matters of directionality (one way/two way links), degradation (C/N for single/double hop) or
time delay (one/two hops in one/two ways). It is important to mention that double hops in star
topology networks happen only in remote to remote communications. Remote to hub are always
single hop links. Mesh and star are the most widely used topologies on satellite networks, but
that choice must be carefully made based upon the network size, multiple access and traffic
requirements. Figures 2.6 and 2.7 show simplified diagrams and topologies of star and mesh
satellite networks, allowing bi-directional communications between any VSAT terminal.

The choice of a certain topology has a direct impact upon the earth station’s figures of
merit: Effective | sotropic Radiated Power (EIRP) and antenna Gain to noise Temperature (G/T).
Figure 2.8 shows the behavior of an earth stati on’ s requirements for EIRP and G/T for a constant
Bit Error Rate (BER) with varying bit rate R,. It can be seen that the star topology allows for
more capacity based on the VSAT s EIRP and G/T figures.
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Figure 2.8. EIRP vs. G/T comparison in aVSAT network, VSAT-to-VSAT, from [Mar95].

Thislarger capacity is dueto the presence of the Hub’s larger EIRP and G/T figures, which
have a positive effect upon the overall link budget, obtaining more capacity with the penalty of a
longer delay (two hops). Table 2.3 summarizes the effects of network topology on VSAT
capacity and delay.

Table 2.3. Characteristics of star and mesh network configuration, from [Mar95].

Network configuration Star network Mesh network
(double-hop) (single-hop)
Capacity (given VSAT EIRP and G/T) large Small
Delay (from VSAT to VSAT) 05s 0.25s

2.4.3 Traffic Intensity and Grade of Service
Traffic intengity T is the parameter mentioned at the beginning of this dissertation as one of
the most important parameters of rura telephony system design, and its dimensioning is crucial

for both the technical design (satellite capacity) and the economic design (business case).
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The traffic figure will define the number of minutes per year that each earth station will be
operating, which multiplied by the number of earth stations in the network will determine the
total yearly revenue. A common way to measure the expected traffic on a telephone network
has traditionally been by assigning a certain number of calls per unit time with a certain length of
thecal. Thetrafficintensity T expressed in Erlangsis

= =gy =" (25
where X is the number of calls per hour and y is the mean duration of the call in minutes.

The length of the call usually follows an exponentia behavior; alonger call islesslikely to
happen. Traffic requests are described by a Poisson distribution, which implies exponentialy
distributed call interarrival times. That provides a metric commonly used to dimension trafficin
telephone networks through the use of a datistica formula, the Erlang B formula [Mar95],
[Rapp96], expressed as

Pr(b) = C/L = GoS (2.6)

where Pr(Db) is the blocking probability, Aisthe traffic intensity per channel in Erlangsand Cis
the number of available channels.

When using a demand assignment system, a number of available channels C must exist in
order to provide a certain Grade of Service (GoS) to the user. GoS indicates the probability that
a new request for a channel will be blocked due to al channels being busy at the peak traffic
hour of the day. Telephone networks generally allow from 0.5 to 5 % blocking probability, or
Grade of Service, but usually aim for a 1% GoS, that is, one blocked call every 100 attempts at
peak time.

A low GoS increases the number of available channels, thus providing a better service to
the user but also increasing overall network cost. On the other hand, a high GoS reduces the
number of available channels and overall network cost, which is good for the service provider
but at the expense of service quality to the user. A baance is usually found by compromising

service quality and overall network cost, with a low GoS at a reasonable network cost.
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Freeman [Fre96] mentions that a Grade of Service of 0.01 (1%) is atypical value for most
Public Switched Telephone Networks (PSTN). That value is acceptablein atypical wired local
area loop since the channel cost is rather low, but in satellite networks the transponder channels
are more expensive. A GoS of 1% to 2% is considered good quality on satellite applications,
meaning that one call between 50 and 100 will be blocked or lost during the busy hour.

In a congested system the traffic flow lost is related to the GoS by

traffic lost = traffic requested © Pr(b) (2.7)
where Pr(b) isthe probability of blocking acall, and the actual traffic flow is
traffic flow = traffic requested — traffic lost
= traffic requested * [1-Pr(b)] (2.8)

Satellite networks use the same traffic and blocking probability analysis to define the
number of satellite carriers needed to provide thin-route telephone service on demand to multiple
earth stations.  One difference between wired telephone local loops and radio and satellite
networks is that the radio network topology and multiple access exerts a strong influence in the
traffic analysis parameters, with an important impact in overall network cost.

Fixed multiple access networks (FDMA, Fixed-SCPC, TDMA) do not need traffic analysis
since each earth station has been assigned a permanent individua frequency or time sot, and
contention assignment uses a different analysis to define its capacity. Throughout this work, the
usage of the variables shown in Equation 2.6 will be n for the number of satellite channels
(equivalent to C on Equation 2.6) and T for the traffic intensity in Erlangs (A on Equation 2.6).

On SCPC-DAMA satellite networks the expected long distance traffic T, adong with the
Erlang B formula helps define the number of n transponder channels to assign to a certain size
network with N total nodes. Thisassumesthat N > n, according to the pre-defined GoS.

Although both terms sound similar, Grade of Service (GoS) and Quality of Service (QoS)
are not the same.  GoS is the blocking probability of a call during peak time, a quantifiable and
measurable parameter that helps indicate the quality of the network. On the other hand, Quality
of Service (QoS) is a rather intangible concept, which really means how happy (or unhappy) a
subscriber iswith hisor her service[Fre96]. A number of parameters can help to better describe
the QoS concept. Chapter 4 will further explain the implications of Quality of Service in digital
telephony over satellite in both circuit-switched and packet-switched networks.



Chapter 3

Quality of Servicein Digital Telephony over Satellite

Telephony is the technology that alows two people to communicate verbaly from a
distance through the use of electric signals. Voice transmission can take place either in analog
or in digital form, depending mainly upon the technology used at the local PSTN Centra Office
(CO) when switching calls.

Almost all the existing central offices are now digital, although there may be a few analog
systems dill operational throughout the world. The large investment in CO equipment is
justified only by its use over along operationa lifetime, even if that technology is in danger of
being rendered obsolete by new technical developments.

Voice can be converted into electrica signals by means of a transducer, such as a
microphone. An analog voice signal is an electrical signal carrying the voice information in the
form of changes in amplitude and frequency of an electrical time-variant sinusoid waveform.
This signal can be conducted over wired (cabled) or wireless (radio) bandpass channels as long
as the information signa is modulated and sent over the channels using a higher frequency
carrier signal.

Telephone signals between 300 Hz and 3,400 Hz are carried as analog baseband voice over
atwo-wirelink called the local loop and categorized as a voice channel, from the subscriber site
to the CO, in anadog form in most current telephone networks. As soon as the voice signd
reaches the digital CO it is sampled and converted into a digital bit stream of ones and zeroes
according to the information content, becoming coded or digitized voice.

A voice coder (Vocoder) performs the process of digitizing voice for storage or
communication purposes, and there are severa very efficient agorithms and techniques for
digitizing voice. The process of coding voice is aso known as Pulse Code Modulation (PCM),
which is an erroneous term since modulation never takes places at this stage.

Switching takes place at the CO, and the digitized signal will remain digital throughout its
transmission over the channel until it reaches the other end’s subscriber loop. In our case of
interest, switching takes place at the satellite network gateway and routes voice over a satellite

channel. If the voice channel originates from the PSTN the digitization process occurred at the
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local CO, while avoice signal from aremote site probably was digitized at the telephone set or at
the earth station telephone interface.

Coded voice may be transmitted and routed through a network as either a constant binary
stream over a dedicated network circuit (circuit-switched network) or in segmented form as
small reduced-size packets over a common network channel (packet-switched network). Each
type of network (circuit- and packet-switched) has its own characteristic behavior regarding

voice transmission and affects voice quality in adifferent fashion over the network.

3.1 Performance I ndicator s for Quality of Service (QoS) in

Digital Voice Transmission

Communication systems are not only required to convey information from one point to
another, since this ssimple notion is missing the important customer’s point of view regarding the
quality of the servicee.  Users do not need nor want to know about the specific technical
parameters of a service, but they are certainly interested in obtaining a “quality service” for
whatever application they are using since they are paying the service provider a usage fee.

This quality, along with the service itself, is what will be marketed to potential users so
they become attracted to the new service and the network starts having relevant traffic usage. A
low quality network will not generate as much revenue as a high quality network since users will
avoid calling on non-important issues and may end up using it only for emergencies or work-
related calls. This may not be enough traffic to recover the initi a investment and the network
may not be profitable, so the perception of quality by the network user is critical.

Since there are many different applications demanded from communications networks, it is
important to define the most important quality characteristics of a given application, although at
times there may be more than one service or application running over a single network. A
typica example of a large network running several applications is the telephone network
(PSTN), which must run optimally for voice conversations but also for facsimile machines and

low bit-rate data modems.

3.1.1 Quality of Service and Network Performance Metrics

There are a number of important parameters that may be analyzed or measured that help
establish a network’s QoS and Network Performance, which may sound similar but they are not.
Clark [Cla91] defines separately both QoS and NP, establishing that “ QoS measurements help a
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telecommunications service or network provider to gauge customer’s perceptions of the servi ce.
Network Performance parameters, on the other hand, are direct measurements on the
performance of the network, in isolation from customer and terminating equipment effects.”

This way it can be seen that the difference, athough artificial or subjecti ve, gives QoS a
wider field than NP due to the user’s perceptions. This difference is also becoming important in
places where the government regulating entity (the FCC in the US) requires a certain QoS at the
network, but only up to a socket in the user’ s premises. With this arrangement there can be cases
when, even by having an excellent NP a user may rate the QoS of a network as poor due to
possible problems at either user’s premises. Figure 3.1, taken from [Cla91] shows the difference
between both terms.

Customer Customer
premises premises

|
|
|

(] | [
| |

Customer : : Customer

| |
| |
| |
| |
| |
< Network Performance >

< |

Quality of Service

Figure 3.1. Quality of Service and network performance, from [Cla91], p.332.

There are several parameters that help explain the concept of Quality of Service from end
to end on a telephone link from a user’s point of view, less technical and more on customer
satisfaction terms. Rejected calls, which is the number of calls that are blocked due to network
congestion during peak times is one of the most common problems that any user can detect on a
telephone network. Other factors are intelligibility of speech, interference from other telephone
lines, interrupted calls, distortion, and speed of connection setup.
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Echo is the reflection of a signal from the other end in long-distance calls where the talker
hears his’her own voice dlightly delayed. It is very annoying and is especialy noticeable on
satellite telephone systems. System reliability and quick repair time are crucial since atermina
down will not generate revenue but will generate frustrated customers.  Other types of quality
metrics are the number of times, the total period of lost or interrupted service time and number of
faults per customer line per year. The total time a telephone set (home or payphone) is out of

order is also important.
Voice itself has been subjectively measured when testing QoS in telephone networks where

a number of people grade the qudity of the communications link on a "very-good/ good/ regular/
bad/ very-bad" fashion, and then al grades are averaged, thus obtaining this measure. Although
it may not be technically sound, it provides a measure of customer satisfaction, indicating to the
engineers whether a problem is present somewhere on the network.

Network performance (NP) can be measured by means of objective testing for certain
parameters that help describe the performance of the different systems along the network. Some
of the most common parameters to measure are

- Attenuation distortion. This is the variable attenuation of different frequency components
of the voice spectrum caused by the line, which attenuates certain frequencies more
than others, distorting the tonal balance of the voice.

- Phase distortion or envelope delay. This is the delay of frequency components at the
extremes of the voice spectrum due to different propagation velocities in the channel
over long distances, due to the channel’ s behavior as a bandpass-filter.

- Signal loudness. Thisis the audio level in the receiver’s phone, which must be at about
the same level asthe origina signa in the transmitter’ s phone, in dBm.

- Noise (thermal, impulse, intermodulation and crosstalk) and total signal to noise (S/N)
ratio on the telephone line.

- Overdl link signal delay.

- Network congestion in direct and alternate routes.

Although both the subjective and objective methods are good measures of the system's

quality, it is easier to work with specific parameters and avoid depending upon people's
perceptions and shifting moods that may affect grading telephone quality.



38

3.1.2 Circuit- and Packet-Switched Networks

The Public Switched Telephone Network (PSTN) is the main communications network
developed by telephone operating companies and tel ecommunications service providers to bring
communications services to the end user, or subscriber, since the early days of telephony. Also
known as the Fain Old Telephone System (POTYS), it was initially based on copper wires and
cablesthat ran into every subscriber's home or office to provide basic (analog) telephone service.
Central Offices (CO) routed the call to the proper destination as dialed by the calling party.

Loca calls were routed through the same CO, and if the call involved a different area, it
would use transmission systems between Central Offices for metropolitan, regiona or national
cals. The way this switching was done defined the type of network: it could be circuit-switched
or packet-switched.

In the first type, as mentioned before in this work, one physical link exists between both
user lines for the duration of the call and only initial addressing (dialing) is needed. In the
second type one physical link is shared among multiple simultaneous users and constant
addressing (packet address) is needed.

3.2 Circuit Switched Voice Transmission over Satdllite

There are certain aspects of voice transmission over satellite that are specific to circuit
switching, which till is the most common way of interconnecting telephone terminals over
satellite in the world. Next, a brief introduction to circuit switched telephony and its technical
and economic implications when carrying voice over satellite networks.

Although a satellite telephone network would eventually interconnect all calls to the PSTN
and switching would take place at the PSTN central office, there is aso the possibility of using a
switching device at the hub for internal network calls (node to node). In star networks the central
node would perform this function while in a mesh network any node could do it. In either case

there is no reason to go through the PSTN switches, thus avoiding PSTN access fees.

3.2.1 Circuit Switched Digital Telephony

Ever since the first public telephone systems appeared on the 1860's circuit switching has
been present, dthough in different forms due to changing technologies. It first appeared in the
form of telephone operators who switched lines by connecting copper cables on a switchboard
between end users and leaving the line on until one hung up. By the turn of the 20™ century
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large electromechanical switches helped create automatic switch offices, enabling telephone
service to be affordable for the public at large [Kes97]. Modern digital switches use arrays of
logic gates that close the circuit until one of the users hangs up, releasing the gate to be used by a
different user. In most telephone networks the CO 4till links the calling party's line to the called
party's line, thus following a route defined by the Central Office's switch and occupying that
connection at all times, so ho one else can use it. The user is assigned a full time connection,
circuit or channel. According to [Cla91], a circuit-switched exchange must be able at al timesto
perform the following three actions.
To establish and hold a physical connection between the caller and the calling party for the
duration of the call and disconnect it afterwards.
To connect any circuit carrying an incoming cal to any other from a multitude of circuits and do
this by extracting the correct outgoing circuit from the dialed number.
To prevent new calls intruding into circuits that are already in use, diverting instead the intruder
to an alternative circuit that generates a*“busy” tone.
A switch transfers information from an input to an output, which can be complicated at
some central offices with up to 150,000 inputs and outputs. The two ways to do circuit
switching are space division switching and time division switching, briefly described next.
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3.2.1.1 Space Division Switches.

A typical space-division switch has a number of inputs arranged in rows and a number of
outputs arranged in columns, an arrangement ssimply called a crossbar. To connect any input to
any output, the switch controller makes a connection at the point where the input row meets the
output column.  All other cross points are left unconnected. Figure 3.2 @) shows a crossbar with
input B connected to output 5, input C with output 1 and input E with output 3.
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Figure 3.2. Circuit switching. a) Space-division, b) Time-division.

3.2.1.2 Time Division Switches.

A typica time-division switch described by [Kes97] has n inputs stored in a temporary
buffer. The switch reads from the buffer n times faster than the inputs and writes them to the
outputs in the proper order. This element is adso called a time-slot interchange, or TS. For
example, to achieve the same connections as in Figure 3.2 a), the time division switch shown in
Figure 3.2 b) would first read from B and write to 5, then read from C and write to 2, and finally
read from E and write to 2. Thistype of switch has avery similar principle of operation to atime
division multiplexer.

3.2.2 Circuit-Switched Digital Telephone Networks

The Public Switched Telephone Network (PSTN) was designed from the beginning for the
analog 4 kHz voice channel, which has provided speech telephony since the 1880's. The only
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other telecommunications service available at the time was the telegraph, which was developed
some 30 years before, and both systems evolved separately until the telegraph lost its place to
telex in the 1940's and to the facsimile in the 1960’s. Facsimile quickly integrated into the
PSTN but it required a modem to be compatible with the analog telephone channel [Fre96].

During the 1950’ s computer-generated data began to emerge, requiring some type of point-
to-point data transmission system, so it fit nicely into the then amost ubiquitous telephone
network, athough it ill needed a modem to integrate the digital service into the analog PSTN.
Although digital communication was available by then, it was severely limited by the 4 kHz
analog voice channdl.

With the development of the transistor and digital communications theory by the late
1940's, applications of digital telephony began to appear in the expansion of the telephone
network during the 1960's with Pulse Code Modulation (PCM) transmission and switching
systems. PCM was designed to serve speech telephony, and even today more than 80% of the
traffic on the PSTN is voice telephony. That is the reason why all digital communication
systems today are based around the 64 kbps PCM channel [Fre96]. Although there were some
applications with in-band signaling (56 kbps data in the U.S.), today most digital services are
based on a clear-channel 64 kbps service.

Telephone companies have been multiplexing long distance calls onto high-speed trunks
since early telephone network years, since it is a proven economical advantage. When a large
number of telephone calls are going in the same direction, it is possible to carry them as awhole
instead of one-by-one, and multiplexing allows that. Since multiplexing equipment must be
identical at each end, a number of digital multiplexing hierarchies has been developed around the
world [Kes97].

3.2.2.1 Integrated Services Digital Network

Most public telecommunications operators throughout the world have been introducing
digital transmission and digital switching into the PSTN, and many of them are at various stages
of development of an integrated services digital network (ISDN). This technology allows
customers a variety of services, including voice and non-voice, through a digital network that
extends to the customer’ s premises on alimited set of standardized common interfaces.

ISDN provides the user with a basic 64 kbps digital end-to-end connection. Thisisabig
improvement over the analog subscriber lines that still exist in most telephone networks, which
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require the use of low bit rate modems (£ 56 kbps) to use digital applications. One advantage of
ISDN is that it removes the need for telecommunications customers to have separate physical
links to each service network by integrating them in acommon 64 kbps channdl.

ISDN was designed to provide user interfaces to an existing digital network, working under
ITU-T's Signaling System 7 (SS7). Under ISDN a single physical connection is provided to the
customer’ s premises and a range of services are made available from it. Even more beneficial,
the services can be used simultaneously because access is not restricted to each individual
serviceinturn. The ISDN basic arrangement is designed to serve, among other services,

- Digital voice.

- 64 kbps data, both circuit- and packet-switched.

- Telex/teletext.

- Facsimile.

- Slow-scan video.

3.2.2.21SDN Channel Types
ISDN considers two classes of users, residential and commercial, as well as three types of

channels: B, D and H. The H channel may aso be divided into the HO channels and two types of
H1 channels, the H11 and H12 channels. There are three types of configurations available to
users. One is the Basic Rate Interface (BRI), with information carrying capacity of 144 kbps
simultaneoudly in both directions, and the other two are two different versions of Primary Rate
Interfaces (PRI), one with 1,536 kbps and the other with 1,920 kbps capacity simultaneoudly in
both directions. The standard bit rates for user access links are:

B, a 64 kbps for the basic user (bearer) channel.

D, at 16 or 64 kbps for the signaling (demand) channel.

HO, at 384 kbps for the user information channel at the Primary Rate Interfaces (PRI).

H11, at 1,536 kbps for 23 B channels plus 1 D channel (23B + D), totaling 1.544 M bps.

H12, at 1,920 kbps for 30 B channels plus 1 D channel (30B + D), totaling 2.048 Mbps.

The Basic Rate Interface (BRI) is composed of two B-channels and a D-channel, referred
to as “2B + D, with the D-channd interface operating at 16 kbps. HO-channels may be used
separately (384 kbps) orin H11 (4 HO or 3 HO + D) or H12 (5 HO + D) arrangements.
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For the circuit-switching case the B channel is fully transparent to the network. It isthe D
channel that carries the circuit-switching control function for its related B channels. Whether it
is the 16 kbps (BRI) or the 64 kbps (PRI) D channd, it is that channel which supports the
signaling information from the user’s ISDN termind to the first serving telephone exchange of
the telephone company or administration, and then changed into SS7 signaling data.  With
packet switching two possibilities emerge.

The first basically relies on the B channel to carry out OSI layers 1, 2 and 3 functions at
separate packet-switching facilities. The D channel is used to set up the connection to the local
switching exchange at each end of the connection. The second method utilizes the D channel
exclusively for lower data rate packet packet-switched service where the local interface acts as
an ITU-T X-25 data communications device [Fre96].

Since ISDN was designed to operate in an al-digital network, it can operate on those based
upon the Open System Interconnection (OSI) layer model. The network’ s physical layer (layer 1)
allows the BRI user-network interface the bi-directional transmission of the two independent B
channels, which are Time-Division Multiplexed (TDM) over afour-wire interface. Frames are
transmitted full duplex, and both point-to-point and point-to-multipoint modes are supported in
the BRI.

The Layer 1 supports the PRI only for point-to-point mode. Since the B channdl is not
specified for the data layer (layer 2), the D channel controls al of the B channels on the interface
aswell asits own data transmission, including link access, flow control and error detection. The
main purpose of the network layer (layer 3) is to establish, maintain and clear network
connections such as circuit-switch connections using the B channel; packet switched connections

using the D or B channel; and user-to-user signaling connections using the D channdl.

3.2.2.3 Broadband I SDN (B-1SDN)

ISDN was designed to operate in an all copper, lower capacity, wired network, at BRI (144
kbps) and PRI (1.544 or 2.048 Mbps), which are referred to as Narrowband ISDN (N-1SDN).
However, high bit rate services, such asimage and video services cannot be provided in the 64 or
384 kbps channels offered by N-1SDN.

Advances in optical fibers, computing switching and Digital Signal Processing (DSP) have
stimulated arapid demand for higher channel capacities, increasingly replacing copper asaWide
Area Network (WAN) technology, so ISDN is evolving towards what is known as Broadband
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ISDN (B-1SDN). A number of technologies can provide these services, more notably ATM,
over a number of high digital transport technologies such as the Synchronous Network Hierarchy
(SDH) / Synchronous Optical Network (SONET), with standard bit rates for access shown in
Table 3.1. B-ISDN and ATM are described in more detail in Appendix A, along with the brief
description of a proposed new architecture and protocols which resulted from this research,
called Modified ATM over Satellite (MAS) architecture.

Table 3.1. SONET bit rate hierarchy, from [Saa94], p.388.

SONET | Payloadrate | Line Rate

OC Level | designation (Mbps) (Mbps)
OC-1 STS1 50.112 51.84
OC-3 STS3 150.336 155.52
0OC-9 STS9 451.008 466.56
0OC-12 STS12 601.344 622.08

OC-24 STS-24 1202.688 1244.16

0OC-48 STS-48 2405.376 2488.32

3.2.3 Satellite Circuit-Switched Networ k Requirements

Any satellite network can be designed for efficient operation and good commercial quality.
However, the most critical problem encountered in the application of satellite telephone
networks is interfacing to the terrestrial PSTN. Telephones are nearly the same al over the
world but different standards apply in different countries, and when other OSl layers than the
physical (satellite channel) areinvolved (data, network, transport and session), the information is
coded and signaling features are included, the possibility for problem grows.

Therefore, interfacing to the PSTN is a potential bottleneck and design challenge, but as
Figure 3.3 shows, the importance of satellite communications in thin route applications is also

reflected in the many services offered.
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Figure 3.3. Different interfaces on telephone applications, from [EID97], p.327.

In many cases, such asin rural telephony, the satellite network provides the primary means
of communication from a remote location and should be as flexible as the telephone network.
The satellite network telephone interface brings with it unique electrical, bandwidth and
signaling characteritics that must be compatible with those at the PSTN gateway earth station.

It is common to consider the gateway earth station similar to interconnecting a PBX to the
PSTN, though the local exchange interface should be able to access internationa digital
standards like E1, T1/DS1, SS7 and ISDN BRI interfaces, as shown in Table 3.2 from [EIb97].
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Table 3.2. Interface standards for satellite telephone connections, from [EIb97], p.328.

Facility Type of Access Standard
Private; Telephone Two-wire, touch-tone (DTMF)
end-user
PC data RS-232
ISDN Basic Rate (BRI)
Modem/fax Same as telephone
PBX 4-wire E& M, dternatively T1 or
E1l
PSTN Loca exchange Two-wire touch-tone (DTMF); 4-
facilities wire E&M, T1or E1
Toll exchange Four-wire E&M, T1 or E1
International International connection, T1, E1
gateway or SDH

The toll exchange is aimost always digital and follows a nati onal standard, besides being
usualy provided by a mgor manufacturer and many of them have been recently installed. This
may be the easiest part to implement.

The access to an international gateway can occur either at the domestic side or at the
international side when interconnecting telephone networks. The domestic side should be
interconnected using the same interface as that of the toll exchange, but on the internationa side
the transmission plan and signaling must be clearly specified.

Older PSTN networks tend to use two different types of network signaling, R1 in the
Americas and R2 in Europe and the rest of the world, but newer networks are aready using SS7,
thus rendering it compatible with ISDN. Out-of-band or common channel signaling is standard
in ademand assigned SCPC satellite network, as will be discussed later in this work.
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3.2.4 Quality of Servicein Real -time Voice Applicationsvia Satellite

Voice communications are based on the interaction between two people, and although the
common user may not understand technicalities about Quality of Service, a low quality service
will immediately be noticed. Satellite communications, especially over Geostationary (GEO)
orbit satellites, generate a noticeable delay that is easily recognized, and that has long been
known to degrade the quality of voice communications. However, this delay may be acceptable
in some cases because it often is the only (or most economic) way to provide telephone service
to remote places.

3.2.4.1 Propagation Delay

When transmitting over a GEO satellite channel there is always a propagation time delay,
expressed by Equation 3.1, which is the time it takes for the signal to travel from the transmitting
station to the satellite

t =2 (3.2)

where t, is the propagation time, d is the distance to the satellite in meters and c is the
speed of light (c = 3 10°m/s). In atypical case with a GEO satellite at an average distance of
38,500 km (38.5" 10° m) it takes the signal about 0.128 s to reach the satellite and a similar
amount of time to return to the receive earth station. This creates a 0.256 s propagation time
delay on a one-way cal from the transmit earth station to the receive earth station. Thisdelay is
important for two-way, real-time applications such as voice or videoconferencing, since it takes

more than 0.5 seconds, not counting other minor sources of delay.

3.2.4.2 Echo

One of the most annoying effects on circuit-switched voice transmission over satellite is
called "echo", which is caused either by an incorrectly adjusted element (the hybrid) at the
remote telephone set, or by audio feeding itself from the handset speaker to the microphone at
the remote end. This delay is proportional to the propagation time, and in GEO satellite
applications it can be over haf a second long, causing an annoying effect to the caller hearing his
own words again. Ancther time-sensitive application is interactive data transaction, especially
computer networks, which have a limited time period to acknowledge correct reception of data.
This application and its effects over satellite networks will be explained later in this chapter.
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Those applications that are time-sensitive must have a guaranteed access to the satellite at all

times and show the lowest possible overall delay.
3.3 Packet-switched Telephony over Satellite

Satellite networks are able to meet a wide variety of data communications needs for
practicaly all types of users: business, education, government and individuals. What makes
satellite networks attractive is the wide area coverage combined with the ability to provide
variable bandwidth with a certain consistency in the quality of the service. A standard 36 MHz
transponder can transfer 60 Mbps, suitable for supercomputer applications and multimedia,
although most applications do not need such high speeds.

The satellite can carry as much digital information as its transponder bandwidth and/or
power limitations allow, and the user may benefit from this as much as its earth station
equipment permits it. On the user equipment part, traffic capacity is directly related to the
terminal’s figures of merit such as antenna size, transmitter power and receiver system noise
figure, or EIRP and G/T figures.

Propagation delay on satellite packet links reduces the throughput when there is significant
interaction between the two ends of the link, particularly where devices need to exchange control
information for flow control, including establishing connections and confirming receipt. The
most popular data communications standards are Transmission Control Protocol/Internet
Protocol (TCP/IP) and Systems Network Architecture with Synchronous Data Link Control
(SNA/SDLC), both of which request retransmission of blocks where errors have been detected.

Although some techniques have been developed to overcome this problem, such as
spoofing or using very large window sizes, there is still much work to be done in this area
[Had99], [BemO0].

Packetized voice transmission over satellite has been the subject of ongoing research for
some time now, but the problems encountered have yet to be solved in a satisfactory fashion.
Although there are some satellite networks currently offering some type of packet-voice
transmission, the quality of service is still not sufficient to be used widely in a large national
telephone network such as the PSTN. Part of the work on this dissertation involved finding an
effective way to provide packetized voice over satellite for rural applications.
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The preliminary results of a Modified ATM over Satellite (MAS) network architecture for
rural telephony involving VSAT networks is presented in Annex A of this document. Although

that model is still incomplete, it isadirect result of the research presented in this dissertation.

3.3.1 Introduction to Packet-switched Communications Networ ks

Most national PSTN systems currently operate over a high-capacity fiber optic backbone,
such as SONET, cross-connecting a number of large cities mainly in the broadband and public
long distance area. Most large packet networks are still used between PSTN offices since bulk
traffic is handled more efficiently this way, but an increasing number of smaller private networks
are emerging, mainly to provide Internet connections to clusters of interested users. Thisusualy
happens either at a single location (on campus, company facilities) or spread over the city
(Internet Service Providers, 1SPs).

Although most packet networks are based upon the OSI reference model, none has actually
been implemented exactly like that. Many other layer architectures have followed somewhat
different but also successful models, such as the one aready used in al Internet connections,
Transmission Control Protocol/Internet Protocol (TCP/IP), or the more recent ATM protocols.

TCP/IP was initially designed to interconnect and support interworking of dissimilar
computers across a network providing end-to-end reliable transport layer functions over 1P
controlled networks[ATM99]. Voice over IP would rely on the transfer of 1P cells over a User
Datagram Protocol (UDP) instead of TCP, which is contemplated in the Internet. ATM may be
used in astand-alone ATM network, or may be amedium for carrying IP over it.

The packet networks are designed to efficiently use and share the medium, and the Internet
is showing many possibilities and advantages over traditional circuit-switched networks,
although it is still under devel opment [Has00].
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3.3.2 The Open Systems Inter connection L ayered Model

The Open Systems Interconnection (OSI) layer reference model was developed by the
International Organization for Standards to provide a basis for defining the interconnection of
computer systems. Although the OSl protocols are hardly used by any network, they set the
functions of different layers of protocols, which have been followed by most computer network
manufacturers and service providers.

For that reason, it is a good idea to understand the OSI seven layer protocol model, shown
in Figure 3.4 and explained afterwards in a satellite network environment.

End host End host
Application Application
Presentation Presentation

Session Session

Intermediate nodes within the network

Transport Transport

Network Network Network Network

Data link Data link Data link Data link

Physical ¢ > Physical ¢ > Physical < ’ Physical

Figure 3.4. The Open Systems Interconnection (OSl) layered model.

Layersin different stacks at the same level are called “peer” layers. At every layer thereis
apair of cooperating processes, one on each end host, which exchange messages according to the
corresponding layer protocol [Mar95]. The principle of layered protocols is that layers can
interact in a peer-to-peer manner with their immediate higher and lower layers, but aslong as the
interface between the layers is not affected, it is not important how the specific function of a
layer is carried out.

Each layer of the OSI modd relies upon the service of the layer beneath it, and when
receiving a Packet Data Unit (PDU) along with some other parameters from an immediate layer
it uses the parameters to include a new header and, possibly, atrailer. Thisis done so that its

peer layer on the other end will know what to do with the packet, a process called
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“encapsulation”, illustrated in Figure 3.5. The shaded areas at the beginning of each segment are
the layer's name and the term “Header”, e.g. AH stands for Application Header, PH for
Presentation Header, etc. The shaded area at the end of the frame on the Data link layer is the

“Datalink Trailer”.
Name of unit
avrhannad
Name of protocol data data
Application A data APDU
Presentation P data PPDU
Session S data SPDU
Transport TH data TPDU,
me<s<caneA
Network N data packet
Data link D bits DT frame
Physical bits bit

Figure 3.5. Layer to layer encapsulation in the OSI model, from [Mar95], p. 112.

It can be easily seen from Figure 3.5 that alarge number of bitsin a packet is used only for
protocol information (overhead), thus the total information (data) content in a packet depends
upon the ratio of useful data bits to the total number of bits. Although this is important, it may
lead to midleading conclusions.

In order to increase the useful information (payload) in a packet we can either reduce
overhead or increase packet size. The first may increase the possibility of error between layers
due to fewer control parameters, while the second may affect the overall latency of the network
due to larger packetizing and buffering delays. For more information related to the OSI model,
refer to [Saa94], [Dav96], [Fred6] and [Kes97],
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3.3.2.1 The Seven OSI Layers

1. The first layer is the Physical Layer, which deals with the actual transfer of information
between two systems connected over the physical medium, in this case the satellite
channdl. It provides the physical connectivity between the two systems and may take the
form of wired link (cable, wires or optic fibers) or wireless (radio, satellite or
infrared/optical). It is concerned with all aspects of bit transmission such as bit format,
bit rate, bit error rate, forward error correction (FEC) encoding and decoding, modulation
and demodulation, etc. The physical layer is what defines a satellite network from other
similar networks, and it includes the radio carrier’s (EM wave) magnitude and frequency.

2. Thesecond layer isthe Data link Layer, which ensuresthereliable delivery of dataacrossthe
physica link by means of performing transmitter and receiver synchronization, flow
control and error detection and correction. It sends blocks of data called frames, which
provide the necessary frame identification to perform the functions described above. In
satellite packet networks the data link layer is important since it may be amgjor cause of
delay due to frame erors. In a high latency channel this may generate multiple
retransmissions until an acknowledgement (ACK) signa arrives, thus sending the next
frame and waiting for the next ACK for along period of time every frame, Slowing down
the transmission to an unusable rate and congesting the transmitter. This can be reduced
with a number of actions such as spoofing (tricking the receiver into believing an ACK
has arrived) or by the use of sliding window techniques with large windows (transmitting
multiple packets before an ACK is received), which require large amounts of buffering
capacity.

3. The third layer is the Network Layer, which sets up end-to-end connections by routing
packets from the source to the destination, determining the individual links to be used and
making sure they are available. This implies identifying the destination (addressing),
identifying the path (routing), checking resource availability (congestion control) and
identifying the link user for billing (accounting). At a satellite network this could
happen at the main earth station (hub, gateway) if repeater satellites are used, or onboard
the satellite if on-board processing (OBP) satellites with packet-switching capacity are
used.
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4. The fourth layer is the Transport Layer, which is an end-to-end protocol that enables
processes on different hosts to communicate by making the network connection that best
matches the session requirements in terms of quality of service, data unit size, flow
control and error correction needs. If more than one network is available (packet
network, circuit-switched data, telephone network, etc.) it chooses between them. It
performs functions such as segmenting and reassembling a message, multiplexi ng several
transport connections into a unique network link, and flow control by controlling
information flow between end terminals so a fast terminal does not saturate a Slow one.
Most of these functions in a satellite network would be performed at the hub
(multiplexing and flow control) athough there would be its counterpart a the remote
earth station (segmenting, reassembling).

5. Thefifth layer is the Session Layer, which provides the means for cooperating presentation
entities to organize and synchronize their dialogue and to manage the data exchange. The
session protocol implements the services that are required for users of the session layer,
negotiates for an appropriate type of session (full duplex or half duplex), and manages the
session (synchronizes, interrupts, resumes and releases the connection at the end of the
session).

6. The sixth layer is the Presentation Layer, which is concerned with data transformation, data
formatting and data syntax, which are required to adapt the information-handling
characteristics of one application process to those of another application process (use
syntax from site A or B). It hides data representation differences between applications to
a network standard. It may also encrypt data, both to authenticate it to the receiving
application and to prevent unauthorized parties from accessing it.

7. The seventh layer is the Application Layer, which provides services to the application
processes and serves as a window through which the application gains access to the
communication services provided by the model. It also establishes requirements for data
syntax and is responsible form overall management of the transaction. The application

itself may be executed by a machine (CPU + software) or by a human operator.



3.3.2.2 Applying the OSI Model to Satellite Technology

Only the first four layers (physical, data link, network and transport) are of importance to
satellite networks. The upper layers (session, presentation and application) are usually part of
the user’s end application and thus have very little impact on satellite networks. It is doubtful
that a satellite will perform any upper layer function any time soon, athough applications are
affected by satellite characteristics such aslatency.

All repeater satellites operate only at the physical layer, mostly over an analog waveform
that contains the physical layer’s radio-electric information, which is amplified and shifted in
frequency for the downlink. Few satellites currently perform functions above the physical layer,
but that seems to be changing since new satellite technology allows some regenerative functions
(re-modulation, error detection and correction) on satellites at the data link layer.

Only the most advanced On Board Processing (OBP) satellites perform functions related
to the network layer, such as packet switching and routing. That seems to be the direction that
future satellites will be taking, at least those designed to provide broadband capacity on global
digita networks. References [|[EEE97], [|EEE99-1] and [IEEEQ9-2] mention a wide number of
projects working on new architectures, protocols and applications for broadband, packet-satellite

networks.

A common term in recent publications refers to the OBP capacity and technology of this
type of broadband satellite as “ switchboard in the sky” [BemO0Q], [Far00], [Wit00]. The potential
of OBP satellites for networking applications can be easily noted by the over 1,300 expected
satellites to operate on Ka-band (30/20 GHz) and V-band (50/40 GHz), with conservative
estimates suggesting over 500 broadband satellites by the year 2009, as described by [Had99].

3.3.3 Packet-switched Digital Telephone Networks

Although voice is an anaog signal it has been commonly transmitted on digital networks
for several decades now with no tangible loss of quality. Satellite voice transmission has been
possible due to the use of advanced signal processing algorithms that allow low bit-rate voice
compression, eliminating signal redundancy and optimizing bandwidth.

Nevertheless, when voice is packetized its continuous bit stream is segmented into blocks
of bits called cells, and with the addition of cell headers they become packets. One problem
with packetized voice is that if a packetized payload cell gets corrupted (bit error), little
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information islost and the user will hardly noticeit, but if awhole packet islost (header error) or
corrupted (burst error) then the QoS will be severely degraded. This makes header errors more
important than payload errors. Of the severa technologies mentioned to replace the telephone
network Voice Telephony over ATM (VTOA) and Voice over IP (VolP) seem to be the most
promising, and there are current efforts to provide both technologies over satellites, so a brief

description of each will follow.

3.3.3.1 Voice Telephony over IP (VolP)

The most common telephone system today is still analog over a wire, and though it is a
very old technology it has many advantages: it is simple and keeps end -to-end voice transmission
delay very low since electrical signals on cables travel close to the speed of light. On the other
hand, noise adds up in the analog signal at al stages of the transmission and there is no way to
separate the voice signal from the added noise. Most countries now use digital transmission
systems but the subscriber line remains analog, so the voice is converted into a 64 kbps digital
data stream and multiplexed in time (TDM) in the first local exchange.

Most telephone conversations only use the channel 40 % of the time, so Voice Activity
Detection (VAD) is used on digital voice to transmit only during that time, thus optimizing the
channel through the use of statistical multiplexers. If the channel is empty the voice uses it, and
if it isbusy it waits until it is available. Since this uncertain channel availability is statistical of
nature, statistical multiplexers are used, and the variation during the waiting time is called jitter,
which needs to be corrected on the receiving side.

The next-generation telephone network will probably use statistical multiplexing and mix
voice with data on the same lines. VolP is mentioned as having a dight advantage over ATM
regarding connectivity [Her00] since it does not require setting up virtual channels. VolP
requires the use of the Real Time Protocol (RTP), which allows receiversto compensate for jitter
and de-sequencing introduced by IP networks. RTP can be used for any real -time stream of data
such as voice and video applications by formatting IP packets carrying isochronous data,
including information on the type of data, timestamps and sequence numbers.

RTP does not have any influence on the behavior of the IP network and does not control
the service in any way, so RTP packets can be dropped, delayed or de-sequenced just like any
other IP packet. RTP is not associated with the Resource reSerVation Protocol (RSVP) since it
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only alow receivers to recover from network jitter by buffering and sequencing, and provides
network information.

RTP istypically used on top the User Datagram Protocol (UDP), which provides notion of
port and a checksum. RTP over UDP can reach severa destinations, since RTP can be carried
by multicast packets. Since each RTP carries a sequence number and timestamp it can manage a
reception buffer on the receiver, placing the incoming packet in the corresponding sequence and
allocating up to 100 milliseconds of speech before beginning the playback.

If a packet is delayed or lost it can decide to copy the last frame on the packet and play it
repeatedly until the timestamp is caught or try to use some interpolation scheme. The packet
payload (actual coded speech), specifies the codec type used for voice formatting, which follows
the general H.323 standard for the architecture and operation of videoconferencing systems over
a packet network. H323 is not specific to IP, since it can also operate over ATM.

The main attractive of VoIP is the possibility of using the Internet to provide telephone
service at afraction of the current cost of calling through the PSTN, independent of the distance
and time tariff currently operational. Internet Service providers charge only for the local call plus
a standard packet tariff per packet ($/packet) or per data volume ($/Mbyte).

Network convergence is also an attractive option for IP service providers, since it allows
the use of a single network for most information transfer needs, along with a larger range of
audio quality, from highly compressed voice to high fidelity stereo audio, multicast conferencing
and even voice web browsing [Li0Q].

Internet technology is also relatively immature, with quality and latency still being major
issues. Humans can tolerate about 250 ms of latency before it has a noticeable effect, and voice

services over the Internet today easily exceed thisfigure.

3.3.3.2 Improving QoS over |P Telephony

There are two main mechanisms being developed in order to improve the QoS of Voice
over IP (VolP), namely the Integrated Service Model (IntServ), and the Differentiated Services
Framework (DiffServ) [Li0OQ].

IntServ must manage resources (bandwidth and buffer) for each real time application. This
requires a router to reserve resources using resource reservation protocol (RSVP) in order to
provide specific QoS for packet streams, or flows.
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The DiffServ architecture can offer each user arange of services differentiated on the basis
of performance. Traffic entering a network is classified and conditioned at the boundaries of the
network. Usersrequest a specific performance level on a packet-by-packet basis.

Voice over P would require specific | P hardware such as desktop I P phones and terminals,
switches, routers and IP/PSTN gateways, as well as software such as the call manager. IP
switches and routers connected to a PBX can carry voice traffic over data IP networks. Long
distance calls can be routed through the WAN link and, best of al, the transport for 1P telephony
would be transparent to the users.

3.3.3.31TU Recommendation H.323: Voice over the Internet

The International Telecommunications Union (ITU-T) has been working for a number of
years on de creation of a new standard for Voice Telephony over ATM (VOATM), which has
been named Recommendation H.323. This recommendation defines procedures for multimedia
communications services over packet based networks that do not provide guaranteed QoS. It
includes H.323 endpoint elements such as terminals and gateways, where terminals are user
devices that provide for real time, two-way multimedia communications with other H.323
endpoints.

Gateways provide for real time, two-way communications between H.323 terminals on
packet networks and terminals on N-ISDN, B-ISDN or PSTN. Gatekeepers control access to the
packet network at the endpoints and provide other services such as address trandation between
packet networks and the PSTN. Finaly there are the Multipoint Control Units (MCU), which

enable three or more terminals or gateways to participate in a conference.

3.3.3.4Voice Telephony over ATM (VTOA)

A common problem in voice telephony over packet-switched networks s that voice during
a conversation is time-sensitive, so the packets must have the lowest possible delay and arrive in
orderly sequence at the other endpoint. That is why a connection-oriented (one single route)
packet-switched network such as Asynchronous Transfer Mode (ATM) offers many advantages
for this type of application.

One of the functions offered on ATM by the equivalent to the OSl Transport Layer called
the ATM Application Layer (AAL) is to segment a binary stream into same size cells, with the
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capacity to create different type services according to its application and time delay
reguirements.

The ATM Application Layer 1 (AAL 1) provides for Continuous Bit Rate (CBR) service
over a Circuit Emulation Service (CES) channel, requiring stringent traffic parameter values on
its traffic contract. Although voice can be supported by AAL 5, it is usually carried by AAL 1
for transport over a public ATM network. Until recently ATM only provided voice capabilities
at 64 kbps (125 ps/sample), so an AAL 1 voice cell would require 47 bytes (2.94 ms) of waiting
time to assemble the packet and then send it. Thisis called processing delay and it aso has an
effect on buffering delay.

Much work has been published regarding voice over ATM [Sta95], [Han98], [Dav99], but
only recently are standards emerging, mainly over an AAL 2 Class service platform [Sta99],
[McL97-1], [McL97-2] and [Fla97].

3.3.3.51TU Recommendations1.363.2, 1.366.1 and 1.366.2: Voice over ATM

Recently a new subgroup of study emerged, developing new standards called ITU-T
Recommendations 1.363.2, 1.366.1 and 1.366.2 that call for the use of the more efficient AAL 2
protocol platform for Variable Bit Rate (VBR) services. This alows the use of compressed
voice and video in rea time applications over an ATM network, overcoming the excessive
bandwidth needed when using Circuit Emulation Service (CES) for Continuous Bit Rate Service
(CBR). This standard can only be used when all the network nodes are AAL 2 capabl e, but it
can handle both CBR and VBR traffic, alowing statistical multiplexing, silence detection and
suppression and idle channel removal [McL97-1].

ATM provides support for a wide variety of applications and services based upon a
different treatment of traffic, which is caled Quality of Service (QoS). By performing the
proper traffic management, ATM allows networks to achieve network performance objectives
that provide the users with its critical QoS performance levels.

Some services demand higher QoS parameters than others do, and ATM guarantees
reaching those service requirements based upon the network's performance and capacity. QoS
parameters usualy include network capacity, latency, bit and packet errors or synchronization
problems, and each service has different values for its representative parameters to guarantee its
individual QoS over the ATM network.
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The Asynchronous Transfer Mode (ATM) standard is based on the evolution of the
Integrated Services Digital Network (ISDN), which was designed to "provide subscribers with a
single, digital access channel for both voice and data traffic" [Dav99].

ISDN was initially designed as a circuit-switched Time Divison Multiplexed (TDM)
network but applications soon demanded higher bit rates with the need to provide packet
switching capacity, so an improved version of ISDN emerged, called Broadband ISDN (B-
ISDN). ATM is a packet-oriented transfer mode that involves switching, multiplexing and
transmission of uniform size packets, or groups of data bits, using an asynchronous TDM
multiplex technique.

ATM is connection-oriented since every cell in a transmission travels over the same pre-
established virtual path. ATM now alows B-ISDN to deliver high bit rate data services to
subscribers, and integrates voice, video and data over a single digital network using broadband
telecommunications infrastructure.

The possibility to provide capacity and compatibility for future applications makes ATM
an attractive technology, which is the main reason this work was based on a modified ATM
architecture and protocol, created in order to provide telephone service to rural communities
using conventional GEO satellites.

3.4 Quality of Service on Packet-switched Teephony over
Satellite

A satellite network must be designed to provide the Quality of Service (QoS) that the
application requires in order to function in a satisfactory manner. QoS involves factors such as
bit error rate or packet error rate, link availability, throughput, delays or call set-uptime. It has
been shown that in packet switching networks, QoS applies from end-to-end during the duration
of the session, so the design must include provisions over along call -time.

There are many parameters that can be improved, such as buffer size, number of buffers
and other time variant constants depending on the network protocol, and that varies with the
application, whether is real -time or non real-time.

ATM has been at the forefront of most broadband satellite networks due to its easy
integration into terrestrial networks, athough IP-based satellite networks are taking more

relevance and will soon clear most of its current real -time problems.
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All aspects of IP and ATM over satellite networks are being studied. From introductory
articles [Aky97], [Spro8], [Met00], [Far00] to network architectures [Bar95], [Kot97], [Toh98g],
[Mer99], [Chi99], [Wit0Q], Quality of Service [Fah95], [Fah96], [Kal96], [Kal98], medium
access control [Pey99], traffic management [Goy99], modeling and simulation [Conn99] and to
standards [Cue99]. Only the most important concepts are mentioned in this work.

However, it has also been mentioned that in packet transmission over satellite networks,
the main problem in providing QoS telephony, resides in both the time delays corresponding to a
typica GEO satellite link as well as those found on atypical packet-switched terrestrial network.
These delays can take any of two forms: continuous, or variable.

Continuous delays are those associated with processing the voice, switching and routing or
propagation. They may be large or short, but they are constant, and thus, can be predicted. On
the other hand, variable delays create many problems for the network designer, since an estimate
must be made regarding delays, and that estimate will never be exact.

Variable delays involve variations in traffic that create waiting lines at the switches and
routers generating jitter and semi -random buffering delay, or errors in bits or packets, requiring
retransmissions, thus lowering the network throughput. This section will try to explain briefly
each case.

3.4.1 ATM Quality of Service Parameters
An ATM network commits to provide a certain QoS for the end-to-end connection. A

number of network performance parameters can be negotiated at the connection setup trough the

traffic contract for an efficient service to the traffic descriptors.

CTD (Cel Transfer Delay) is the end-to-end elapsed time of a cell from the moment it exits the
source network interface to the corresponding time when it enters the destination network
interface.

CDV (Cell Delay Variation) is a component of the cell transfer delay associated with CBR and
VBR services, showing the difference in time between the peak CTD minus the fixed CTD.

CLR (Cell Loss Ratio) indicates an acceptable value for loss of cells on a specific network, while
still keeping a required QoS during the lifetime of the connection. A lost cell is one that
does not arrive within the CTD interval.
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CER (Céll Error Ratio) isthe ratio of errored cellsin atransmission in relation to the total cells
sent in astransmission. An errored cell is one with an uncorrectable error at the cell header
or acell with a corrupted cell payload.

SECBR (Severely Errored Cell Block Ratio) istheratio of cell block with morethan 1 bit errorin
the cell header to the number of successfully delivered cell blocks.

CMR (Cédll Misinsertion Rate) indicates the number of received cells at a connection endpoint
that were not sent by its other endpoint, thus not intended to arrive at this point, during a
period of time.

BT (Burst Tolerance) is an upper bound on the number of cell arrivals observed at the peak rate.
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3.4.2 Satellite Packet Network Architectures

Satellite networks are usually defined by their network architecture, protocol layer models
and network size and topology. Although generic satellite architectures are usually presented in
most references, there must be distinctions regarding their switching standard, in this case IP or
ATM over satellite.  Satellite ATM (SATM) networks usualy require extra information since
their Physical Layer parameters are very different from the fiber optic networks that B -1ISDN was
originally designed to work with.

Satellite 1P networks are being designed mainly for Internet applications, thus TCP
compatible, which is not friendly for real-time applications such as voice telephony. The
terrestrial networks designed to carry packet traffic are mainly based upon fiber-optic
technology, with very little deterioration of the signal, no interference, and point to point
topologies. The most important networks are SONET, SDH or Fiber Distributed Data Interface
(FDDI), capable of carrying Frame Relay Service, mentioned beforein Section 3.2.2.3.

Fiber optic networks do not have the long propagati on times that satellite links present, so
satellites must provide extra attention to this problem and continuing research is being done in
this area, as mentioned by [Far00], [Bem00] and [Had99]. New architectures, protocols and
interfaces are being developed in order to integrate packet network technology with satellite
technology, driven initiadly by the Internet demand [AbrOQ] but increasingly by the attractive
possibility to offer multimedia and broadband services over large coverage areas. This
dissertation includes a novel architecture and protocols to serve telephone and low bit rate
services in thin-route application via a Modified ATM Satellite (MAS) network, described in
Appendix B of thiswork.

Most satellite packet network architectures are based on two types of technologies: Bent-
pipe satellite networks, and on-board switching satellite networks [Toh98]. There is a big
difference between the two, and thus each requires completely different approaches. There are a
number of capabilities that both bent-pipe and OBP satellites can perform, with the simplest
being the simple relay satellite, growing in complexity up to the several switching functions
described later in this chapter.

Figure 3.6 shows the taxonomy of On Board Processing (OBP) capabilities of satellite,
adapted from [ Toh98].
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Figure 3.6. Taxonomy for On Board Processing (OBP) satellite architectures, adapted from

[TohoQ].
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3.4.3 Bent-pipe Satellite Network Architecture

Bent-pipe satellite networks use repeater satellites, which only relay packet traffic from one
remote user to another through the packet’s physical layer. The satellite does not have access to
the packet's data link nor transport layers, therefore it cannot switch cells nor route them through
virtual paths or channels. This fact makes it easier to use generic (off the shelf) satellites, thus
lowering satellite complexity and cost, but requiring instead better performance from the earth
stations with an increase on network cost.

The bent-pipe repeater satellite does not need a special Medium Access Control (MAC)
layer, except for the basic multiple access technique common in most satellite networks. On the
other hand, since the quality of a satellite link depends upon weather conditions, burst errors can
severely affect the network’s QoS parameters.

A satellite without on-board processing and bit /packet regeneration cannot correct these
errors, and the downlink may even increase them. This is a big disadvantage of bent-pipe
satellite networks. Figure 3.7 shows the basic architecture of a packet network based on repeater
satellite. In this case, even while the satellite is part of the packet network it only performs

repeater functions over the physical layer.

End host/ PSTN
User terminal Gateway
Application Application
Presentation Presentation
Session Session
Transport Transport
Network Network
. Satellite )

Data link Data link
Physical Physical Physical

Figure 3.7. Architecture of abent-pipe (repeater) satellite-based packet network.
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3.4.4 On-Board Processing Satellite Network Architecture

On-board processing satellites have the advantage of achieving unrestricted connectivity,
lower transmission delay and the possibility to route packets between different earth stations or
satellites, if the satellite technology and topology allows to do so.

An on-board processing satellite may have IP or ATM switching capabilities, and thus it
can access the packet's data link and network layers, read its virtua path and channel information
and forward the packet through its most convenient path according to its internal, on-board
routing tables. Instead of output portsin its physical layer, an on-board processing satellite may
use different frequencies, codes, antenna beams or time sots.

The on-board processor can aso detect and possibly correct bit and packet errors, thus
achieving lower bit error rates than bent-pipe satellites. Usually on-board processing satellites
have higher operational costs and network complexity, but alow better network operation,
management and efficiency.

Figure 3.8 shows the network architecture of an OBP satellite. Here the satellite is now
part of the packet network and may perform functions up to the network layer.

End host/ PSTN
User terminal Gateway
Application Application
Presentation Presentation

Session Session
Transport OBP satellite Transport
Network Network Network
Data link Data link Data link
Physical > Physical > Physical

Figure 3.8. On-board switching satellite on satellite networks architecture
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Some broadband satellite networks are being design to operate on Low Earth Orbit (LEO)
congtellations, with numerous satellites moving in different orbital planes. This reduces the
propagation delay, having an improvement on overal system latency due to the orbit, and
although some of these satellites will be repeater only, there are some networks that have
satellites perform onboard switching. As mentioned before, on-board switching improves even
more the overal throughput of a satellite network, since the packets can be routed between
neighboring satellites until reaching the desired destination.

This type of satellite network performs not only switching but also routing to its user
destination using shortest-path routing algorithms. This is not an easy technological task, since
the satellites are fast-moving switches with ever-changing ground gateways to many different
terrestrial networks, so the satellites must have global routing tables which need to be updated in
real-time at all times. It is doubtful anybody has come up with a way to do this yet, so what is
currently being done is to upload the routing tables from the gateway under the satellite’ s path as
soon as it appears, and use routing algorithms on the terrestrial nodes. There is much work to be
done in this area. Figure 3.9 shows the typica architecture of a broadband satellite-switching
network.

) End host/ PSTN

User terminal Gateway

Application Application

Presentation Presentation
Session Packet-switching satellite network Session
Transport Transport
Network Network Network Network
Data link Data link Data link Data link
Physical [€—® Physical [®— Physical [€T® Physical

Inter-satellite routing within the network

Figure 3.9. Inter-satellite switching architecture on packet-switched satellite networks.
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3.4.5 Latency on Satellite Links

Some digital applications may be affected by other delays besides propagation time but still
not degrade the quality of the service.  Other delays are buffering delay (t,), transmission
(packetizing) delay (t;) and processing (switching & routing) delay (ts). These delay times plus
propagation delay (tp) add up to what is called "end to end delay”, more commonly known as
"latency" (D), described by

D=ti+th+ts+ ty (3.2)

Latency is probably the most important source of concern in packet-switched, time-
sensitive applications, since it will directly impact the Quality of Service of the network. For
digitized and packetized voice undesired effects could affect recognizability (who is speaking),
intelligibility (what is being said) and integrity (missing information). In high latency voice
links the problem compounds with non-instantaneous conversation, since each caller has to wait
a certain amount of time from the moment he stops speaking until the moment he receives a
response, even if the other party responded immediately, due to the delays described above.
Figure 3.10, shows transmission, processing and buffering delays accounted for by "Tx delay"
during transmission at site A, "Rx delay" during reception at site B, and again for the return.

| Initial call from Ato B Response call from B to A
| > | >
Site A Site B Citn A
————P|
Iniial [
call Tx delay >
Propag. N
delay Rx delay >
Response >
Tx delay >
Propag.
delay Rx delay

Total time delay from end of spoken question at site A
| to the beginning of heard response at site A >|

End-to-end delay = LATENCY

Figure 3.10 End to end delay performance in packet-switched networks.
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The traffic performance of a network during cell transmission between connection points
defines the Quality of Service (QoS) of the connection. It is defined on an end-to-end basisin
terms of several attributes of the end-to-end connection, known as "Traffic Parameters’. On the
other hand, these parameters can only be guaranteed when the network provides the proper QoS
connection through several parameters known as "Network Performance Parameters’, described
by [Gor95], [Dav96] and [ATM99].

3.5 Packet Satellite System Performance

There are two major challengesin the design of satellite IP and ATM networks. Thefirstis
throughput (the number of packets that the network can forward each second) and the second is
size (how many remote terminals it can handle smultaneoudy. Both cases have a common
element in terms of available or required bandwidth. For the case of bent-pipe GEO satellites, a
maximum bandwidth must be available at al times, independently of its multiple access
technique. For that reason the multiple access technique must be carefully chosen. Thisis well
explained in [Mar95], [EIb97], [Kot97], [Had99] and [Evad9] regarding satellite performance.
For a more detailed explanation of the following subjects, it is recommended to read [Fre96],
[Pet96], [Tan96] or [Kes97].

3.5.1 Bandwidth -Delay Product

In GEO satellite systems propagation delay tends to be the major component of overall
delay and alimiting factor of multiple access performance. In satellite links user information is
continuoudy being sent to the channel and the transmitted bit rate defines how many bits are
being sent per second. The bandwidth-delay product is a figure of merit that specifies the
number of bits insde the channel when transmitting at full capacity. Let tp represent the
propagation time between any two earth stations through the satellite in seconds and c the
satellite channel capacity in bits per second; then the bandwidth-delay product in bitsis

d=c5 t, (3.3)

What the bandwidth-delay product will show is how many bits are present inside the
channel, which in high latency applications such as GEO satellite links can reach alarge quantity
of information. This product is very important in high-speed bit data applications, too.
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3.5.2 Buffering

If a signal with a 280 ms propagation time carries a 2.048 Mbps signal, the bandwidth-
delay product is 573.44 kbits. This means that a any given time there are 573.44 kbits
propagating through space in both directions, not present at the transmitting site nor at the
receiving site. If any of these bitsis affected by impairments or errors, either a retransmission
will be needed or Forward Error Correction (FEC) will be attempted. In retransmission all sent
information is temporarily stored in memory until no longer needed, a process is known as
"buffering”. This process takes up much memory, especialy for large bandwidth-delay product
applications, since all that data must be available for retransmission until the response arrives.
Buffer sizing is acritical process in satellite networks, especially for broadband and multimedia

applications.

3.5.3 Throughput

Bit errors may occur when some of the traffic arriving at the satellite is affected by
propagation impairments (e.g. rain), thus requiring a retransmission of the errored packet or
packets. Since the same information has been sent twice but it will be useful only once it takes
the place of another packet waiting to be transmitted. The ratio of useful packets (or bits) to the
total packets (or bits) sent in atime period is called "throughput”.

3.5.4 Congestion control
Congestion is defined as a state in which the network is not able to meet the required QoS

for aready established connections and/or new connection requests. In order to avoid
congestion, traffic control procedures (prevent congestion) and congestion control procedures
(minimize intensity and duration of congestion) have been established. Large delays can cause
sgnificant increase in the latency of feedback mechanisms for congestion control, with a

negative effect in overall QoS.



Chapter 4
Methodology for Cost-effective Network Design

A communications network is a system that interconnects many communication nodes,
which are built from generating, storing, processing and transmitting systems (hardware), and
many layers of software. The hardware and software in a communications network provide the
user with terminal, computational, storage and transmission resources that are used to provide
network services. System design is the process of putting together these resources into an
efficient and cost-effective whole, which is not easy.

It is important to define the difference between an efficient and an effective
communications system. Efficiency is concerned with minimizing the cost of producing a given
output. Effectiveness is concerned with making use of the output to meet the goals of the
organization [Lan75]. Figure 4.1 shows how an effective system is a joint concern of both the
system’s designers and its users, and how an equilibrium must be found between Quality of
Service (QoS) and the network’s value, and the cost of producing the service. Figure 4.1 @)
shows the relationship between QoS vs. Vaue on one curve and QoS vs. Cost on the other. It
can be seen that increasing QoS beyond a certain point does not increase the network’s value
much, but increases cost rapidly. A satellite system analogy could be reducing the number of
blocked calls compared to the cost of adding more RF carriers.

a) b)
Money
$
Cost
Value
| |
Oualitv of Service O Oualitv of Service

Figure 4.1. Economic impact of Quality of Service in asystem, from [Lan75].
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As QoS approaches perfection, providing great value, the network’s cost rises exponentialy,
increasing the user cost and lowering requests for service. On the other hand, alow cost network
provides the users alow value service, which may generate loss of interest in the service by
users. Obviously amiddle ground is needed, where an acceptable service value to the user may
be obtained with a reasonable investment by the network provider. [Lan75] callsthisan effective
systemwith an optimum QoS. Figure 4.1 b) shows how the optimum point isfound a Q1, the
point where the slopes of the tangents at P and K are equal, where the cost of increasing QoS by
one unit equals the value to the network of that extra unit of service. This dope changeisaso
referred to as the crossover point between marginal costs and marginal revenue.

A change in technology may offer improvements over a previously considered system so
an analysis should be made to find out if a system change or upgrade is justifiable. Figure 4.2
shows how the new system (system 2) provides the same QoS of the previous system, Q1, at the
reduced cost L1, so it isan efficient syssem. On the other hand, to achieve an effective system
(dope a P2 equa to dope a L2) the QoS would be increased to Q2 at a cost of L2. The
effective system provides a higher QoS than the merely efficient system, but at a higher cost.
Network designer must determine which case is the best fit to the specific application. This
model requires the designer to specify a QoS determined both by the potential value to the users
aswell as by the cost of providing such quality.

Money Cost 1 Cost 2

Value

|
Q1 Q2 Quiality of Service

Figure 4.2. Economic impact of Quality of Service on different systems, from [Lan75]
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The question now is how to determine the value of the quality of a satellite telephone
network, even if the costs can be estimated. Two essential aspects here are the expected net
value due to a change in QoS, as well as the expected user behavior. That is where the market
study, technical standards, regulatory body requirements and persona experience of the

designers and economic planners come into the systems design process.

4.1 Introduction to Communications System Design

In any system some resources are more available than others, and these freely available
resources are called unconstrained resources, while a resource whose availability determines
overall system performance is called a constrained resource [Kes97]. In a satellite system the
satellite’ s transponder bandwidth and power constrain the overall performance, as measured by
the effective traffic capacity of the link; therefore the satellite is a constrained resource.

A system designer must optimize one or more performance metrics given a set of resource
congtraints. A performance metric measures some aspect of a system’s performance, such as
traffic capacity, delay, capital cost or user cost. A resource constraint is a limitation on a
resource such as bandwidth, transmitter power, maximum network size or user cost that the
designer must obey. By explicitly identifying performance metrics and resource congtraints, a
system designer ensures that the design space is well defined, the solution is feasible and the
design is efficient. This alows balancing unconstrained and constrained resources to maximize
the design’s utility at the lowest cost. A well-designed system maximizes achievable
performance while still satisfying the resource constraints.

4.1.1 Problem Definition

Communications systems design is a process that demands a balance between experience
and calculated guesses, or as [Kev97] describes it, “... systems design is both an art and a
science.” Four major reasons make the process hard to control:
1. Intangible parameters that cannot be quantitatively measured, such as simplicity,
effectiveness, or even whole concepts such as Quality of Service and user satisfaction.
2. Technology changes can make congtraint assumptions obsolete during the system’s
design, implementation or operationa lifetime, forcing the designer to predict

tendencies and make a design “future-proof” as much as possible.
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3. International standards that may change over time, but often impose difficult or
arbitrary constraints that still have to be included in the design.

4. Variable market conditions that may require changes in the design when part of the
design is aready complete.

Identifying resources and the metrics that can be used in good communication system

designisthefirst step into a methodology that allows cost-efficient network design.

4.1.2 Performance Metrics

System design and network planning requires developing quantitative and qualitative
design-to criteria, as mentioned by [Bla98]. The quantitative factors or metrics associated with
the system to be designed are called Technical Performance Measures, also called Performance
Metrics. A description of how to select techniqgues and metrics for computing and
communication system performance can be found in [Jai91] as part of the steps for the
Performance Evaluation Study.

4.1.2.1 Traffic Intensity

As mentioned in Section 2.4.3, traffic intensity is an important parameter that helps define
the expected number of minutes that each earth station in a satellite communication network will
be generating revenue. Therefore, expected traffic intensity is one of the most important
performance metrics for the satellite model analysis. Thiswork is based on arural application
where previous telephone service is assumed non-existent, so low traffic figures are used for
conservative purposes. Table 4.1 shows the traffic intensity values used in this study for both
individual subscribers with a telephone set at home, and a Public Calling Offi ce (PCO), with a
public access telephone onsite, from [STMO0].

Table 4.1. Expected traffic intensity for satellite rura telephone networks

Traffic amount Usagetime | Traffic Intensity
Very low traffic 1.5 min/hr 0.025 Erlang
Low traffic 3 min/hr 0.05 Erlang
Typical subscriber traffic 6 min‘hr 0.10 Erlang
Typica PCO traffic 12 min‘hr 0.20 Erlang
High traffic 15 min/hr 0.25 Erlang
Very high traffic 20 min/hr 0.33 Erlang
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4.1.2.2 Grade of Service

In any telephone network application the Grade of Service is an important performance
metric.  GoS is the blocking probability of a call during peak time, a parameter that helps
indicate the quality of the network by dimensioning the number of required channels. As
mentioned in Section 2.4.3, a GoS of 1% to 2% is considered good quality in satellite
applications, meaning that one call in 50 and 100 will be blocked or lost during the busy hour.
This alows a good service quality at a reasonable satellite networking cost, since transponder
use is expensive.  All demand assignment (DAMA) simulations in this work were done
assuming a GoS between 1% and 2%.

4.1.2.3 Mean Delay

Mean delay is another common performance metric. The propagation delay in a GEO
satellite link is usually around 280 ms one-way due to propagation time. Voice is assumed to
have a good QoS if the one way delay is less than 400 ms. This is possible in any circuit-
switched, mesh topology network as well asin a VSAT-to-hub satellite link, but not inaVSAT-
to-hub-to-V SAT, star topology network.

On the same token, a Voice Telephony over ATM (VTOA), packet-switched transmission
may be successful over a GEO satellite link due to its guaranteed virtual channel, depending
upon the network topology. Unfortunately, this is not yet the case in Voice over IP (VolP)
transmission over satellite, even when using RSVP or RTP over UDP, as explained in Section
3.3.3.1, due to the lack of guarantees of maximum latency in rea -time applications. Therefore,
due to the still ongoing research and standards definition of packetized voice over satellite, no
packet-switched applications were modeled in this work.

A packet-switched, VTOA application (Modified ATM over Satellite, MAS) model is
briefly described in Appendix A, including a proposed network architecture and protocol, a
preliminary result from thiswork.

Therefore, a standard 300 ms mean delay is considered throughout this work due to GEO
satellite transmission in circuit-switched applications. No remote-to-remote calls over star
topologies are considered in this work, and switching over the PSTN is assumed almost
instantaneous. This delay is assumed tolerable by the telephone network’ s users.
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4.1.2.4 Throughput Capacity

Another common performance metric, especialy in computer systems and networks is
throughput, which is a measure of the efficiency of atransmission in bits per second normalized
to channel datarate. In this work, throughput is defined as the capacity of aterminal to transfer
information over the satellite channel, which is related to available bandwidth. Two types of
satellite transponders are assumed in this work, repeater (bent-pipe) and on-board processing
(OBP) transponders.  Any transponder has a defined range of the frequency spectrum in which it
will carry out its function, which is called transponder bandwidth.

It is assumed that a VSAT terminal uses a 64 kbps signal to transmit from one to eight
digital voice signalsinto a 100 kHz RF channel on a BPSK modulated carrier with 50% roll -off
and asmall guard band. Most current and proposed Ku- and Ka-band satellites use transponders
with 36 or 54 MHz bandwidth, so afull transponder can transmit up to 360 or 540 VSAT carriers
with 100 kHz bandwidth in each case if the transponder is not power limited. Some systems
mention compressed voice at 8 to 16 kbps transmitted over a 27 kHz channel using BPSK and
50% roll-off, alowing up to 2000 simultaneous channels on a 54 MHz transponder. More
compressed voice channels does not seem to be the solution on rural networks, since in either
case the terminals cost about the same, thus requiring a huge initia investment in large networks.

Therefore, a variable number of satellite channels in a transponder, with a maximum
number of 500 simultaneous satellite channels, is used in this model to ssimulate a variable sized
rural satellite telephone network. All channels are assumed to carry one 64 kbps signal over a
100 kHz carrier from a single terminal at al times, with full control over the carrier whileit is
assigned to that channel. The 64 kbps signal is a standard digitized voice signal with 8 bitsand 8
kHz sampling

4.2 Networ k Planning Factors

The following sections document the parameters in the network under consideration. The
assumptions made about these parameters are intended to restrain the models into realistic and
workable limits, allowing reasonable simulation and modeling results.

A network planner operates in a context influenced by a number of factors, described by
[Rob99] as technology factors, business factors, organizational factors and environmenta

factors, each one with a different area of influence. 1n this work, only the boundaries of some of
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these factors will be established, since it isan analytica model that is under study rather than the

full smulation and measurement of a complete (and specific case) communications network.

4.2.1 System Boundaries

There are several limitations imposed upon the design of rural satellite telephony networks
regarding the system model and the required smulations, which may facilitate its analysis and
bound its parameters. The network considered in this research consists of an arbitrary number
of earth stations networked together via satellite to provide mainly voice and low bit-rate data
service to rural locations. Therefore, a number of boundaries have been defined to limit the
number of variations to what current technology provides or will soon provide. The core of this
work is the methodology followed to optimize network performance. The proposed economic
models are a set of equations that allow the analysis of different parameters that influence the
network’s topologies, multiple access or multiplexing, looking for cost-effective performance
measures.

Satellite telephone networks have numerous parameters and can exist in many different
configurations. The following sections will further define the network investigated in this

research.

4.2.1.1 Satellite Orbits

The satellite orbit defines the potential service coverage area, which isimportant, but it also
demands a number of requirements from the earth station, which can have an impact on system
parameters and cost. It has an impact on QoS (delay, attenuation, BER), on capacity (earth
station’s antenna, bandwidth and power) and on cost (earth station’s size, required power and
complexity). The sole designation of the satellite’ s orbit defines many of the network’ s technica
and economic advantages and disadvantages, but an orbit must be chosen at some point.

Satellites in Medium Earth Orbit (MEO) and Low Earth Orbit (LEO) help reduce
propagation delay and losses but require large constellations of satellites, thus increasing the
network’s complexity and overall cost. Geostationary Earth Orbit (GEO) satellites in circular
equatorial orbit (inclination angle: O degrees) will be used in al the computer analysis of the
parametric designs. An average distance of 38,000 km from the satellite to the earth station will
be considered, having a clear line of sight from the earth station at a high (>20 degrees) elevation
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angle. Inthisdissertation, only GEO satellites will be considered, since they provide available
bandwidth capacity and have lower leasing cost per transponder than LEO or MEO satellites.

4.2.1.2 Satellite Link Frequencies

Satellite frequencies are limited to a number of spectrum bands, as agreed by internationa
body standards in order to avoid interference from and with terrestrial systems. The currently
allowed bands for Fixed Satellite Service (FSS) in the Americas are shown in Table 4.2, along
with other typical satellite parameters. This research will simulate links at Ku band for most
applications, and at Ka band for the OBP case.

Table 4.2. Fixed Satellite Service typical satellite parameters

Freguency band Satellite EIRP Satellite Transpond
GIT er Bandwidth
C-band (6/4 GHz) 36 to 40 dBW -3to 2dB/K 36 MHz
Ku-band (14/11 GHz) 45 to 50 dBW O0to5dB/K 36, 54, 108 MHz
Ka-band (30/20 GHz) 55 to 60 dBW 4t09dB/K 36, 54, 108 MHz
V-band (50/40 GHz) > 50 dBW >5dB/K 36, 54, 108 MHz

4.2.1.3 Satellite Technology
The satellites considered for smulation and network design in this work have the typical
parameters of commercially available GEO satellites, with the following characteristics.
A generic, readily available satellite able to operate at C, Ku or Ka bands from GEO orbit.
Enough EIRP to deliver a strong signal over the area of interest as shown in Table 4.2 is
assumed at all timesin thiswork.
Enough G/T ratio to receive good quality signals from small remote earth stations is aso
assumed in al simulations, as shown in Table 4.2.
A typica bent-pipe repeater satellite and a regenerative-type on-board processing (OBP)
satellite (no packet switching or routing, nor beam or time-slot switching capabilities) are
assumed in this work.
Enough bandwidth and power transponder capacity to serve alarge size Wide Area Network
(WAN) with multiple sites. Although alarger bandwidth transponder alows higher bit rates

and more capacity, there are filter, amplifier linearity, and group delay problems associated
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with broadband transmissions. Therefore, atypical 36 MHz transponder will be assumed at

al timesin this work.

4.2.1.4 Earth Station Technology
There are a number of assumptions for the earth station technologies that fall into the
following parameters for al cases throughout the ssimulations on this work, as mentioned next.
All earth stations are assumed to be under the satellite's main coverage area, with clear line of
sight to the satellite and located at the —3dB edge of the satellite antenna s main beam.
All Remote Earth Stations (RES, VSAT terminals) and Gateway Earth Station (GES, Hub)
use high gain, directional, parabolic (center-fed, offset or Cassegrain) dish antennas.
All earth sations include an Outdoor Electronic Unit (ODU) comprising an up/down
frequency converter, a Low Noise Amplifier (LNA) or Block-converter (LNB), and a solid
state or tube High Power Amplifier (HPA).
A typical RES should not be larger than 1.8 meters in diameter and HPAs should not have
more than 2 Watts of maximum RF output power.
All earth stations use Indoor Electronic Units (IDU) comprising a generic satellite modem
using BPSK, QPSK or any of its variants, and include multiple access control to the satellite.
All RES include a user interface and terminal equipment (telephone, data port) for an
individual user, provide a TDM interface and equipment for multiple users, or access to the
PBX or WLL equipment, depending upon each case.
All IDU equipment is sheltered from the open weather and provided with electric and
electromagnetic shielding. All terminal equipment can be controlled and monitored by
remote control supervisory operation, and electrical power supplies are assumed available.
The gateway earth station (GES), or hub, provides direct access to the PSTN at all times
through a number of physical connections (circuits or routers), according to the expected
channel and traffic capacity analysis.
Typical VSAT prices for a 2-Watt radio and 1.2 m antenna unit, and varying hub sizes for
this research are based on the following vaues, taken from [Mar95], [COM99], [JohQ0Q].
Unit price 10 nodes 50 nodes 100 nodes 500 nodes >1000 nodes
VSATs $10,000 $9,000 $7,500 $6,000 $5,000
Hub $40,000 $100,000  $1,000,000  $1,000,000 $2,500,000
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4.2.1.5 Link Availability

A reliable communications link is assumed at all times, with link availability of 99.9% of
thetimein ayear and only 8.77 hr/year of outage time, due mainly torain. For VSAT networks,
quality of service is guaranteed to be a BER (after FEC) better than 10 for 99.9% of the time
(system reliability). The system is assumed to be down 0.1% of the time in a year with a BER
higher than 10, which may be good for voice transmission but not for data, where a BER lower
than 10° isrequired. A 99.9 % availability is considered for link budget purposes throughouit all
simulations in this work. A higher availability figure has a direct impact on important network

resources, especially in earth station requirements, forcing an increase in overall costs.

4.2.2 Network Boundaries

Since the models presented in this work are directed towards a general methodology for
network design and not to the design of a specific network, the models must alow the designer
to “play” with different boundaries, depending upon the desired parameter to optimize.

4.2.2.1 Network Size

If a genera methodology for network design is to be used, network size must be a variable
parameter. Network size determines the initial cost of the network, so planning for a large or
smal network should include different boundaries. Depending upon the desired network’s size,
topology, multiple access and GoS, the network will require anumber of satellite channels for all
the network’s nodes.  Section 2.4.3 describes how traffic analysis helps in dimensioning the
number of channels n required for a certain GoS at a network with N nodes, where N > n.

The number of nodes used in this research shows the technical and economic trends when
different size networks are used in different cases. A small network requires a different
technical and economic analysis than a large network, so variations in size are used throughout
the simulations. Different size networks with N nodes and n channels are shown in Table 4.3.

Table 4.3. Number of channels n and number of nodes N for different network sizes

Network Size Very smal small regular medium large
Fixed assignment n/N| 20/20 50/50 100/2100 | 200/200 | 500/500
Demandassgnment  n/N | 10/30 15/50 25/100 50/240 96/500

(GoS | (1.8%) (1.2%) (1.3%) (1.9%) (1.8%)
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4.2.2.2 Network Quality of Service

As mentioned before, the term “Quality of Service” is a rather intangible concept, with a
number of parameters that help to understand it. The parameters used (after Forward Error
Correction, FEC) in thiswork are: BER = 10 (voice), BER = 10” (data), Mean delay = 300 ms,
GoS between 1% and 2% of blocked calls, 99.9% availability, among other parameters. As
mentioned above, these figures give an idea of the Quality of Service of the proposed networks.

4.2.2.3 Network Accesstothe PSTN / Broadband WANSs

The user interface for the rura telephone network is assumed to allow arura user to call a
distant site by means of basic telephone operation, but also to transmit data through the proposed
satellite communications system if necessary. The interfacing public switched telephone
network (PSTN) uses international communications standards and interfaces, for either basic
circuit-switched telephone service as well as the VolP and VTOA future systems. The Remote
Earth Station (RES), or VSAT terminal, has access to common user voice and data interfaces to
the IDU equipment. The Gateway Earth Station (GES) is assumed to present a common
interface to the PSTN or public IP or ATM networks, along with the proper ATM and Physica
layer information. The voice quality must be equa to that expected from the PSTN, even if
compressed and digitized. A connection fee to the PSTN is assumed at $0.04/min per voice

channdl.

4.2.2.4 User Cost

Since the objective of this research is mainly to provide telephone service to remote
locations and villages without it, it is expected that the user cost for the telephone service should
remain low. Currently, big long distance companies offer attractive tariffs for urban users
around $0.10 per minute at specia times, but these prices can only be offered by multiplexing
many callsto nearby destinations, at least during certain routing lines. Economies of scale alow
service providers such prices, but only when traffic is high in certain routes, which is not the case
in rural telephony. Besides, fiber optic links provide huge capacity that, under high traffic
conditions, allows the low prices mentioned above. [Elb97] mentions that the cost per telephone
channel of a high-capacity fiber cable is 50% to 90% less expensive than a comparable satellite
link, provided that the fiber capacity isfully utilized.
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For satellite networks, pricing varies according to the technology used. LEO systems were
charging prices for telephone service between $1/min for Globastar to $3/min for Iridium
[Ste96], [Con99], although there is no available service currently offered by either one. VSAT
systems show somehow lower prices, ranging between $0.25 to $0.50/min for owned systems
and $0.15/min to $0.25/min for leased system [Com99]. Prices are difficult to obtain since few
systems are operating anywhere in the world, and pricing information is not easily accessible.
Therefore, the $0.20/min to $0.50/min price range will be used throughout the s mulations for
this research analysis, as mentioned by [Com99] and [Alb93].

4.3 Networ k Planning Optimization Algorithms

Network planning requires the evaluation of multiple criteria for both economic and
technical factors involved in decision making. The different problems in each case may be
formulated mathematically, and this formulation mainly consists of two parts.

1) The objective function, which is a mathematical function that shows what the “cost” of

a solution would be, cost being any performance related quantity, along with a set of
variables describing the possible solution.

2) A set of constraints, expressed as a set of mathematical equations with one or more
limitations on the range of acceptable solutions. The constraint equations define the
feasible solution region.

An objective function and its associated set of constraints is caled a mathematical
program, which once formulated allows for an optimal solution that minimizes or maximizes the
objective function while satisfying the set of constraints.

This section explains the methodology for using optimization agorithms in
communications network planning and design.

4.3.1 Linear Programming

Linear programming is the most widely used form of mathematical programming, that has
been developed as a branch of applied mathematics for methodological planning. Linear
programming deals with specia mathematical methods or agorithms that can be computer
programmed to solve specific optimization problems.  Sometimes the algorithms produce a
globaly optimal solution, a local optimal solution or no solution at al, depending upon the

algorithm and the problem’ s constraints.



82

Although linear programming has long been used in network planning to optimize
telecommunications network design, as mentioned by [Wu84] and [Rob99], telephone and
telecommunications companies consider their design algorithms, assumed performance metrics
and parameter constraints as sensitive and proprietary information. Therefore it is very difficult
to find real cases or examples of network optimization problems, and the authors of papers end
up describing only the theory and mathematical tools.

Linear programming is concerned with the problem of optimizing a linear objective
function of several variables subject to a set of linear constraints. The canonica form of the
problem is described by the two parts previously mentioned in Section 4.3 above.

Thefirst part is the objective function to be maximized (or minimized) described as

MaX Z =Cy X, +C,X, +C3X3 +...+C X, =§ C; X; 4.0
j=1

where x; (j =1, 2, ..., n) are the decision variables whose optimal value hasto be found and
G (j =1, 2, .., n) arethe proportiona costs that multiply each of the x;. Theterm zisthe tota
cost to be maximized (2) or minimized (-z) depending upon the specific case.

The second part is the set of constraints, where there are m linear constraint equations for

the decision variables, described by

A X1+ anXet+ -+ amXxn=hy (4.2)
a1 Xtt+ anXet -+ anX= b (4.3
Am X1+ amp Xo + - - -+ am Xn= bnm (4.9
that can be written as

g d .
aaa1]X]:b|l |:112!1m (45)
i=1 j=1

=0, j=212--+n (4.6)

Note that both the objective function and the constraint equations are linear functions of X,
which means that there is aso another field for non-linear programming, dealing with the
solution of non-linear problems, outside the scope of this work.

When Equations 4.2 to 4.5 result in an inequality (? a;j X; = or = h) they can be converted
into an equality by introducing slack or surplus variables y, into the equations, representing the
excess or difference between both sides of the equation.
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The main difficulty for linear programming lies in setting up the model in a clear set of
mathematical expressions. Optimization problems most often are stated verbally. The solution
procedure isto model the problem with a mathematical program and then solve the program with
linear programming techniques. [Bro97] recommends the following approach for transforming a
word problem into a mathematical program:

Step 1. Determine the quantity to be optimized and express it as a mathematical function (define
input variables).
Step 2. ldentify all stipulated requirements, restrictions and limitation, and express them
mathematically (define constraints).
Step 3. Express any hidden conditions not explicitly stipulated in the problem but apparent from
the physical situation being model ed.
A common optimization problem using linear programming is often stated as
max z=§ c;X; given § 5 a; X; =b, constraints, where x; = 0.
=1 i=L =1

Each one of the constraint equations can be plotted in a graph defining an individual

solution space, so the set of constraints reduces to solving the problem in a feasible solution

space, bound by the constraint limits.  Solutions can be found graphically and numerically

4.3.2 Break -even Economic Evaluations

Often at the planning stage, early in a project, multiple alternatives with multiple futures
are projected.  In telecommunication networks this usualy means evaluating different tr affic
conditions for multiple network size scenarios. Each of the financial sourceswill lend or invest
money based on the anticipated sales of the service and will use a varying interest rate based on
the anticipated demand for the service.

If the service demand is anticipated to be high the interest rate will be lower than when,
anticipated demand, is low; thus the evaluation and presentation of these alternatives is of great
importance for the network planner [Bla98].

Break-even analysis is an evaluation technique useful in relating fixed and variable costs to
any measured operationa activity, and it may be graphical or mathematical in nature. The
break-even point is of primary interest since it identifies the range of the decision variable within

which the most desirable economic outcome may occur.  When the cost of two or more
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variables is a function of the same variable, it is usually useful to find the value for which the

alternatives incur equal cost.

There are mainly two concepts of break-even anaysis performed in this dissertation, based

mainly on the perception of profits over the network’ s lifetime with regards to interest rate.

1)

2)

The most common type of bresk-even analysis is performed considering current
interest rates from financia entities (e.g. banks), usually between 6 % and 10 % as a
yearly interest rate. This way, the break-even point for the return of investment will
probably happen somewhere around the half way point of the expected lifetime. This
means all capital and operational expenses so far have been recovered and any revenue
beyond this point will be a source of profit. This is the most common type of break-
even anaysis; it issimple and alows aquick view into an investment’ s future.

The second type of break-even analysis is performed considering a very high interest
rate, usually between 15 % to 25 % yearly interest rate, and designing for a break-even
point at the end of the network’ s lifetime. Thisway, by the time the break-even point is
reached, the return on investment will have recovered all capital and operational
expenses and provided a constant revenue with expected profits already included. This
is not a common type of break-even analysis, although it is also smple and guarantees
the financial sources a solid return of investment in the future.

The economic models included in this research can present either type of break-even

anaysis, depending upon the economic risk involved and expected return of investment.

4.3.3 Optimizing Parameters for Minima and Maxima

Optimization is the process of seeking the best value on a decision variable. Since the

decision variables are part of alarger mathematical equation, the optimal points can be found by
means of calculus-based methods. The dope of a function y = f(x) is defined as the rate of

change of the dependant variable y divided by the rate of change of the independent variable x.

If apositive changein X resultsin a positive change in y, the dopeis positive. On the other hand,

if a positive change in x resultsin a negative change in y then the dope is negative. If y = f(X)

defines a straight line, the rate of change of y with respect to x is the slope of the straight line, so

this slopeis constant for all points on the straight line, that is, ?y/?x = constant.

For a nonlinear function the rate of change of y with respect to changesin x is not constant,

but changes with changes in x, so the dope must be evaluated at each point on the curve.
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Differential calculus allows successive approximations for the dope at the tangent line of the
nonlinear function. In classical optimization, the sope is the instantaneous rate of change that is
sought [Bla98], obtained with the first derivative:

df (x)
dx

X=Xo

|
o

4.7)

If the first derivative of f(X,) equals zero it may imply either an optimum point or a point of
inflection at X,. To be certain about an optimum point it is necessary that the second derivative
a X, be positive or negative: X, being a minimum if the second derivative is positive and a
maximum if the second derivative is negative. If the second derivative is also zero, a higher
order derivative is sought until the first nonzero oneisfound at the nth derivative as

d"f(x)

=0 4.8
o (4.8)

X=Xy

If nisodd, the X, isapoint of inflection. If nisevenand if

LY (4.9)
dx" | _
X=X
then X, isaloca maximum. But if
't 5o (4.10)
dx” ‘x,

then X, isaloca minimum.

4.3.4 Constrained and Unconstrained Optimization

The design of complex systems that are optimum in some sense is an important challenge
for the systems engineer, seeking optimum values of design variables. The specific mathematical
methods used vary in degree of complexity and depend on the system under study, which may
show constrained or unconstrained behavior in some of its parameters.

In alinear program an optimum solution may be determined geometrically by locating the
extreme points in a feasible region. In a nonlinear program, even with linear constraints, the
optimum solution can occur inside, at the extreme point or on the boundary of afeasible region,

and neither case can be considered as an extreme point.
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There are several economic decision situations in systems design when two or more cost
factors are affected differently by common design variables. Certain parameters may vary
directly with an increase in avariable while others may vary inversely. When the total cost of an
alternative is a function of increasing and decreasing cost components, a value may exist for the
common variable, or variables, which may result in a minimum cost for the alternative. Thisis
called unconstrained optimization theory, and there are several agorithms and optimization
methods that help solve this type of problems [Wu84], [Bro97], [Bla98]. That theory is out of
the scope of this work.

4.3.5 Evaluation Involving Optimization and Multiple Criteria

Optimization is not an end in itsef, it only alows to compare mutually exclusive
aternatives into a preferable (optimal) solution, which must lie inside the feasibility region.
Usually there is no need to continue improving the design if the dominant criterion is met.

When multiple criteria are present in a decision situation, neither technical nor economic
(financia) optimization is enough. Although they are necessary, the optimum design must be
extended to include extra information about the degree to which each aternative meets or
exceeds the specific criteria.

If possible, a new parameter must be found which allows the previous criteria to be
compared against allowing the systems designer to decide which aternative is more convenient
for the design. If that is not possible (or very difficult), then a number of subjective ratings may
be established for each aternative and compared, and the alternative with the best ratings can be
negotiated as the best possible choice. Although not an elegant solution, it can be presented to

the decision takersin order to take definitive action.
4.4 Economic Modelsfor Satellite Network Design

This section discusses the typical requirements for the different satellite network economic
models, aong with the mathematical equations that help define the economic impact of different
satellite technol ogies, network topol ogies and multiple access techniques in the network’ s overall

economic performance.
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4.4.1 Evaluation Techniques

The evauation of network performance involves a great deal of information analysis. The
techniques used in this work alow network planners and designers to evaluate the different
technological and economic options that each case provides. A set of analytical models was
developed in order to provide both mathematical and graphical performance indicators that allow
performance evauation.  Although certain evauation techniques allow some freedom to
interpret the network’s technical and economic performance, the fina criteria for decision
making will depend ultimately on the planner’s previous experience, the network’s constraints
and the financial sources expected profits analysis. That is to say there are no absolute
evauation technique; each situation is taken independently from others and evaluations are often

performed based upon subjective analyses

4.4.2 Satellite Networ king Economic Analysis

A satdlite network, just like any other business providing communicati on services,
requires a heavy initial investment and along operational time in order to recover the initial and
operational expenses by selling service to its users and subscribers, like any other business. In
the specific case of satellite rural telephony, there are afew assumptions that must be made when
planning a network since rural users and their economic and demographic environment are not
the same as urban users. Some of the assumptions to be considered in this work are explained
next.

Traffic. To begin with, if a satellite telephone network needs to be implemented in a rural

community, it is safe to assume there is none available there yet, so it is very difficult to

come up with a precise estimate of expected traffic. A low expected traffic per terminal isa
safe choice, in this case from 3 to 10 call-minutes per hour and only one call per hour

(T=0.05 to 0.167 Erlang), hoping the demand will increase over the system’s lifetime. At

this point and for the sake of design feasibility only, an average traffic figure will be applied
to all earth stations on the network, and all earth stations will be assumed to generate a
uniform distribution of traffic throughout the network’ s lifetime.

Topology. It may be a good idea to assume that most telephone calls to and from the remote
villages will be connected to the PSTN, so a star topology is recommended, accepting that
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there will be double hopsin calls between remote villages, which serioudly affects the quality
of service (QoS).

Application. Since the main objective is to provide telecommunications service to remote
villages that currently have no service, the problem of what type of services arises during the
network planning stage. Once again we can safely assume that voice traffic will be the most
required service over data or video transmission or Internet access. Thereasonissimple: the
source for voice communications requires only the user’s mouth, which is integrated on all
potential users, while data and video services require an extra component, a computer or a
camera and monitor. Still, provisions can be made for not just voice, but also general digital
access to the remote terminal in case data transmissions need to be sent or received.
Symmetry. In any digital network it is important to define the link traffic symmetry, which
means how much information is sent in one direction with respect to the amount of
information coming the other way. In data applications such as interactive transactions or
Internet access, there is usualy a high degree of asymmetry since a small data request
generates large amounts of information in return. That is not the case in telephony, where
one can safely assume that the amount of information in each direction is equd, thus

generating symmetric traffic.

4.4.2.1 Earth Station Segment Costs

The terrestrial segment is probably the most expensive part of a satellite network with a
large number of terminals, since it requires a large capital investment plus a maintenance fee
over the system’s lifetime, which add up to more than haf the expenses generated by the
network. Both parts of the earth station segment (remote terminals and hub) are expensive, and
their unit cost depends directly on the total number of nodes in the network. The larger the
network sizeis, the lower the unit cost for each remote terminal, but then there is alarger cost for
the overall network and the hub. On the other hand, the remote earth stations will be generating
revenue, so theoretically a large network would not only generate large expenses but also large

revenue.

According to their topology, satellite networks can be either centralized (star) or distributed
(meshed), which helps define several Quality of Service parameters and also influences the
capital and operational costs of the network. All centralized networks require a central (or
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master) node that controls the network’s internal operation, usage, maintenance, billing and
access to other networks. It also updates any changes in the network such as adding/deleting
new/old nodes, keeps statistics on individual and multiple traffic and keeps track of each node’s
behavior and operation at all times. A central node must be very reliable since it is a single
point of failure and that could be catastrophic for the whole network. This means the central
node is usually a complex part of the network; it must include redundant elements and a very
complete, large and expensive Network Management System (NMS), a long and complex
software program. For those reasons a star satelli te network must use an intelligent central node,
known as a Master Earth Station (MES) or hub. The cost of a hub is directly proportional to the
total network size and multiple access to the satellite, either fixed or by demand, and may cost
from $100,000 for 100 nodes to more than $2 Million for more than 2,000 nodes [Mar95]. A
hub station usualy includes a large parabolic antenna (3.5 m to 10 m) and powerful transmitters
(20W to 1 kW) depending upon network size and multiple access, thus the large hub cost.
Smaller networks usually lease space on another hub, thus avoiding this expense and only paying
an extrafee for the service.

Remote Earth Stations (RES) used on satellite rural telephony act as the remote network
nodes and usually involve small terminals, depending upon the system being used. Some Low
Earth Orbit (LEO) satellite systems such as the failed Iridium or Globalstar systems required
portable handsets or public phone booths with omnidirectional antennas that could be used for
rura telephony. These systems were priced between $1,500 and $3,000 for the portable terminal
[Joh95]. VSAT systems like those offered by Gilat or HNS used for rural telephony consist of a
0.8 m to 2.4 m parabolic dish antenna, an RF out door unit (ODU) a small in-door unit (IDU) and
equipment rack, and their cost varies from $5,000 to $10,000 [Mar95], [Com99]. Early 1980's
VISTA Intelsat earth stations for rura telephony used larger 3 to 5 m antennas and were priced
at tens of thousands of dollars each.

More complex earth station technology allows the use of better voice coding and
compression techniques so more users can be time-multiplexed (TDM) into a single RF channel
onboard the satellite. This sounds like an attractive market for medium to large size communities
with low traffic, as described by [Alb93], but [Com99] explains how the more complex (and
expensive) earth stations only increase the overall network capital cost while providing very little

increase in revenue due to the low traffic density. [Com99] further explains how the
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manufacturing companies have decreased the volume of those products, aiming instead at the
more lucrative one- to two-user terminals, where they allege the bulk of the satellite rural

telephony market is found.

4.4.2.2 Space Segment Costs

The space segment costs are directly related to the transponder portion required to provide
capacity to al earth stations, depending upon the network size, multiple access and topology
involved, and are charged either on a monthly or yearly basis. It isaconstant source of expense
that has not seemed to go down in price over the years, but which will is essential for the service
providers to provide telephone service and generate revenue [Mar95], [Joh00]. Transponder
cost is directly related to the bandwidth or power requirements from the transponder, both of
which are limited, so the satellite operator will charge for the relative transponder power or
bandwidth used, whichever has the higher value.

B
Cost, = —=% (0" Cost,) (4.11)

otal

P
Cost, =—=%(n" Costy, ) (4.12)

Total

Where n is the number of satellite carriers in the network, Breq and Preq are the earth
station’s required bandwidth and power from the transponder respectively, and Browa and Prota
are the transponder’ s total bandwidth and power.

Since multiple access protocols alow a more efficient use of the channel resource, in this
case the satellite channel, they are directly related to the space segment costs. A fixed demand
multiple access network will probably pay more for the space segment than a demand
assignment equivalent network, since more capacity will be alocated to it. On the other hand,
more satellite capacity could allow more revenue, which is traffic dependent, so again it is the
traffic parameter that will help decide which multiple access protocol is more appropriate for a
specific network.
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FDMA and Fixed-SCPC must pay for the total number of satellite channels assigned to the
satellite network, so they are not bandwidth efficient. Since FDMA and SCPC use independent
carriers for each channel, a guard band is used to separate adjacent channels and reduce
interference among them, thus reducing even more transponder capacity. FDMA and SCPC also
require the transponder’s power amplifiers to operate into their linear or dightly non-linear
region in order to avoid inter-modulation products, which also limits power capacity. It is
generaly assumed that large networks using FDMA and SCPC render the transponder power-
limited rather than bandwidth-limited, so they are charged by the relative power usage.

Demand assignment networks require less satellite capacity since not all network nodes
have an assigned channel, so satellite usage costs are lower than fixed demand costs. On the
other hand, there are fewer terminals generating revenue so earnings are more limited. One basic
reason for which demand assignment is widely used is due to its more efficient use of the
channel at all times, provided good traffic analysis was done at the design stage.

4.4.2.3 Networking Costs

Networking costs are those cost associated with interconnecting the new network (in this
case the satellite network) to the PSTN. Sincethe PSTN “sees’ the satellite network as a private
network, it charges interconnecting fees for each user circuit by unit time, generally per minute.
These fees are usually considered low (between $0.03 and $0.05 US) when first learned of, but
when added up and multiplied for the number of call minutes per year per number of earth
stations, networking costs become a really important part of the overall network operational
expenses. Since the user must pay these charges anyway, a low interconnection fee would save
them a large amount of money over time, athough that is a parameter set up by the PSTN
operating company usually under government regulations.

A licensing fee is usually required during the network licensing process from the
government regulators in order to process the application. It may be charged as one total fee for
the overall network, or as the sum of the individua remote terminal fees plus the hub.

Another type of yearly fee may be required from the satellite operator just to continue
renewing the lease, paid & the beginning of the year to guarantee satellite service. It is not
related to the actual transponder usage. It may again be a single fee for the whole network, or a
single fee per site.
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4.4.3 Satellite Networ king Economic Models

A typical network evaluation must include al the parameters discussed above, which
include costs as well as revenue, so the interested parties (design engineers and economic
planners) must work together to present investors a business plan in a clear and detailed way.
This should be done following a technical -economic model that takes into consideration all the
above issues, specifying the technical and economic parameters of the terrestrial segment, the
space segment and the networking segment. The revenue projections must be included in order
to compare expenses and revenues and find a break-even point where profits are made at some
point in the network’ s lifetime, while still charging the users alow per-minute-call user tariff.

In order to implement the economic model it is important already to have initial market
research results, which will be requested before any large amount of money is committed to the
project. Assuming the marketing research is well performed, there will be enough information
to determine market segmentation, potential service packages and pricing options required by the
different market segments. It is important to understand the market, and its potential use (or
lack of use) of the satellite network since this presents a high economic risk.

The satellite communications business may be at risk not only due to wrong traffic
analysis, expensive service or bad management, but also to bad Quality of Service, bad network
or earth station design, and even sloppy equipment installation or maintenance [Mar95]. If the
business plan is inaccurate it may take severa years longer (or maybe never!) to reach the
breakeven point, which leads to unpleasant situations for both economic planners and
engineering designers [Evag9].

Robertazzi defines network planning as “the orderly and efficient deployment and
management of communications facilities over time” [Rob99] different to smple network
management.  Probably all major economic decisions regarding telecommunication systems
planning are based on economic considerations that analyze the economic behavior of the
network over its projected lifetime.  Some important economic tools to analyze and quantify the
changing value of money over time are described in [Sep84] and [Bla98], with an emphasis on
communicati ons networks by [Rob99].

These tools alow the analysis of proposed capital investments over time regarding the
present value (P), future value (F) and single amount payment series or annuities (A). All these
parameters have formulas that help explain the changing value of money at a certain interest rate
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(i) over acertain number (t) of interest periods of time. Table 4.4 shows the summary of interest
formulas, taken from [BIla98].

Table 4.4. Summary of interest formulas, from [Bla98g]

Formula name Function Formula Designation
Sng|e.payme‘]t Given P, Find F F = P(1+ I)t F=P (F/P, i, t)
compound formula
Single-payment GivenF, Find P 6 1 0 P=F (PIF,i,1)
resent amount P=Fe—-
P di+i)a
Equal-payment Given A Find F d+i) - 10 F=A(F/A T
present amount F=Ae—
e ! a
Equa|_payma‘]t_series Given F, Find A é | N A=F (A/F, i, t)
R A=Fa i
snking fund S(lT)‘lH
Equa|_payma‘]t_series Given A Find P é(1+ I)t ) 10 P=A (P/A, i, t)
present amount P=As—F7——=u
é |(1+| Q
Equa|_payma‘]t_series Given P, Find A é |(1+ I)t N A=P (A/P, i, t)
capital recovery A=Pe————
dL+i) - 1g

One of the simplest ways to find the monetary value of an investment over time is to

assume initial and expected periodic expenses and revenue over a number of years in the future,

and bring back those amounts to present value (P) a a certain interest rate. That way the

economic planners and investors can take cal culated investment decisions.

Next atypical evaluation model for a star topology, Ku-band, 64 kbps per channel, VSAT

network for telephone applications will be presented, as evaluated for Fixed-SCPC multiple

access. All models from Sections 4.4.3.1 to 4.4.3.5 follow the same sequence but require the set

of equations applicable to each case. Table 4.5 shows the terminology used i n this analysis.
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Table 4.5. Glossary of economic network analysis terms

VSAT parameters Hub parameters Network parameters
V1| VSAT capital cost H1| Hub capital cost N | No. network nodes
V2| VSAT variable cost H2| Hub variable cost n| No. RF satellite carriers
TV | VSAT total cost TH | Hub total cost t| Time period
CV | VSAT unit cost CH | Hub unit cost I | Interest rate
LV | VSAT lease cost/unit LH| Hub lease cost Lt | Total lifetime period
MV | VSAT maintenance cost | MH| Hub maintenance cost | COT | Total capital cost
IV| VSAT installation cost IH | Hub installation cost RE | Totd lifetime revenue
FV| VSAT licensing fee FH| Hub licensing fee PR | Totd lifetime profits
SV | VSAT satellite cost H | Hub satellite cost TS| Exp. user satellite traffic
AV | VSAT PSTN accessfee | AH| Hub PSTN access fee OT | Operationa time (min/yr)
NV | VSAT networking cost NH | Hub networking cost OD | Operationa day (hr/day)
r | TDM user channels g| Mesh gatewaysor hubs| CU | User cost ($/min)

4.4.3.1 Fixed-SCPC
In this model, the Fixed SCPC satellite network follow s the distribution of a star topology
with al VSATSs transmitting on a pre-assigned frequency and accessing the PSTN through a hub

earth station, as shown in Figure 4.3.

fq

o

VSAT 1

W

VSAT 2 §
VSAT 3

VSAT 4

[ fe [ fe [ fs | fa || fn |

Permanently assigned frequency channels

fn

Figure 4.3. Fixed SCPC satellite network to be simulated
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Terrestrial Segment Cost, Remote Nodes (VSATYS).
The VSAT capital costs V1 for a fixed SCPC satellite network at the beginning of its
lifetime are described as
Vi=N(CV+IV+FV) (4.13)
The VSATSs variable costs V2 may be considered as a number of equal payment series
present amount (obtained for present value P given A, table 4.4) over a period of time of t years
are described by Equation (4.14), where V2 isthe total amount A, as follows.
V2= A= N[LV+ MV+ SV+ (AV x OT)] (4.14)
Since P = V2(P/A , i, t) according to Table 4.4, we have that the present value of the
variable VSAT costs over t yearsis obtained as
P=N[LV+ MV+ SV+ (AV x OT)] (P/A, i, t) (4.15)
It is easy to see that the single most important component in the cost parameters shown
from (4.13) to (4.15) is N, the total number of VSAT network nodes, which controls the cost of
all other parameters. That is the reason why it has previously been established as the main
contribution to network costs.
The total present value cost for the remote VSAT terminalsis the sum of both terms V1 and

V2 over the system’slifetime and istermed TV, expressed by

TV :v1+§L{v2 (4.16)
t=1
TV =N(CV +1V + Fv)+§lt N[LV + MV + SV +(AV~ OT)](%,i,t) (4.17)

T=1

Terrestrial Segment Cost, Centralized Node (Hub).
The Hub capital costs H1 for the same fixed SCPC satellite network at the beginning of its
lifetime are also described as
H1=CH+IH+ FH (4.18)
while the variable costs H2 (also obtained for present value) over the same period of time
of t years are described by
H2=A=LH+ MH+ SH + (AH x OT) (4.19)
In this specific example, the outbound link from the hub to the VSATs may be configured
as an identical number of fixed SCPC channels on board the satellite, or it may take another

form, such as Time Divison Multiplex (TDM). This would require a different analysis for
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occupied bandwidth, thus having a different satellite cost. We keep the same fixed SCPC bi -
directional arrangement for ease of explanation.
Taking again the Present Value formula from Table 4.4, we have that the hub variable costs
over time can be found as
P= [LH+ MH+ SH + (AH x OT)] (P/A, i, 1) (4.20)
Again, the total present value of cost for the hub isthe sum of H1 and H2 as
TH = H1+§ H2 (4.21)

t=1

TH =CH +IH +FH +§[LH +MH +SH +(AH'OT)](%,i,t) (4.22)

T=1

Networking Costs

The networking costs have aready been included in Equations (4.14) and (4.19) as the
product of the tota network nodes with the PSTN access fee multiplied by the channd’s
operational time at both the VSAT and hub Sites as

NV = a N(AV " OT [ /A\,u t] (4.23)

NH = a N(AH “ OT [ \/a t] (4.24)

terms in each case. Here can be seen again the importance of the network size N, as
mentioned before, but there is another term just as important; the AV and AH charge demanded
to access the PSTN, or the network access tariff. What these terms show is that the PSTN tariff
is as important as the other terms regardi ng networking costs, and a high or low tariff has alarge
impact on the overall networking costs. Thisis often a hidden cost, not obvious at first analysis.

Another potentialy large cost may be the long distance cost inside the PSTN. When a
remote user calls from the remote VSAT terminal through the satellite link, he or she is only
charged the cost of the satellite link and the PSTN access fee, but that is assuming the call will
end in the PSTN local area. If the call must be routed to another city or region there will be an
extra charge, a PSTN long distance charge, thus increasing the cost of the call. This happens
mostly in star topology networks, but it may also be present in mesh networks if the number of
PSTN gateways is small. Since this case would require not only a different traffic intensity
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analysis (long distance into the PSTN) with different, often distance and time related tariffs, it is

considered outside the scope of thiswork.

Revenue Calculation

The calculation of revenue is one of the most important analyses in the planning of a
communications network, as in any other business. As mentioned before, revenue is directly
dependent upon expected traffic intensity and it may be considered as a series amount of
earnings over the network’ s lifetime. Traffic figures help define the expected amount of usage
time that each earth station will serve, which is the time the termina will aso be generating
revenue.

Therefore the estimate of network traffic intensity is probably the major assignment in
network planning and design, which could make or break hopesin the business plan. Traffic will
define the earth station’s Operating Time (OT), which is the number of minutes in ayear that the
earth station is expected to be operational .

Nevertheless, atelephone terminal will not be operational 24 hr/day (525,600 min/yr), so a
reasonable number of hours should be found when the termina would be available to the users.
For arura telephone terminal, it would usually be placed at some common access facility and a
common usage time could be a typica establishment’s working hours, e.g. between 8:00 AM
and 10:00 PM, which is 14 hoursaday. A typica Available Time (AT) for this example would
be obtained as

AT = (365day/yr) x (14 hr/day) x (60 min/hr) = 306,000 min/yr.

Now, the Operational Time (OT) must be found, that is, how many of those minutes will
actually be carrying a conversation, according to traffic intensity TS= ?/y, where 1/ ?isidletime
between calls and 1/pis average holding time.  For atraffic of 0.05 Erlang (3 min/hr) OT is

OT = TSx AT (4.25)
OT = (0.05 Erlang) x (306,600 min/yr) = 15,330 call -minuteslyr

Traffic intensity estimation is a difficult task by itself since it involves evaluating multiple
user behaviors for alarge network, and coming up with asingle (average) figure when every user
has a different one. The impact of traffic estimation on revenue is important because it is the

single term in the revenue equation that is based solely on statistical assumptions.
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Revenue is calculated by obtaining the average OT of each network node (VSAT terminal)
and charging the user per-minute-tariff (user cost, CU) to each one of them, and then multiplying
that value by the total number of operational nodes as

RE = N (OT x CU) (4.26)

Again, considering the revenue as a yearly series amount, its present value earnings over

the network’ s entire lifetime can be obtained as

RE = a N(OT " cu [ /pi t] (4.27)

A last, but still very important parameter, is the call -minute user cost, or user tariff. Thisis
the amount of money charged to the user for each minute that he or she uses the network, and it
is very difficult to quantify, since it depends upon the economic planners break-even
expectations.

Pricing a service is a difficult task, since the planner is at the hands of the market supply-
and-demand variations. A tariff too high will theoretically create large revenue, but an
expensive service may stop users from using it, thus lowering traffic intensity and revenue. A
tariff too low may be attractive, thus increasing traffic intensity and revenue, but it may take
longer (or never) to recover the investment. It will be shown how small variations in traffic
intensity and/or user tariffs estimates create very large variations in other system parameters.
Sudden variations like these can change completely the outlook of the business plan and the
viability of the network.

Network Economic Evaluation M odel
Up until now the description of the elements that congtitute a satellite communications
network has been presented from a mainly technical point of view, considering their impact on
network economic planning.
A complete network evaluation model should include al economic parameters mentioned
so far, therefore, the total satellite network cost model should include the terms found in (4.16)
for VSAT costs, (4.21) for Hub costs and (4.27) for revenues. Networking costs are already
included in (4.16) and (4.21). The economic network evaluation model would then be based
upon the expected profits (PR), in this case,
Profit = Revenue — Costs (4.28)
PR= RE-TV-TH (4.29)
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A Lt U é Lt U
PR=RE - g/1+ 3 V2- gH1+§ H2 (4.30)
e =1 U e T=1 u

_ ¥ , .
PR= ta:_lN(OT ¥ )[%,l,t]

, ] \
- §N(CV FIVAFV)+ S N[LV + MV + SV +(AV OT)](%,i,t)§ (4.31)

T=1

) §CH +1H + FH +<’§ N[LH +MH + S+ +(AH - OT)](%\’”)@

T=1

Notes:

1. Itisimportant to mention that often small satellite networks (<50 nodes) lease hub capacity
and connectivity on a larger existing hub from a different network, since owning a hub
implies a mgjor capital investment which may not be economically justified for a small
network. For that reason a term is included in both equations (9) and (13) as variable
expenses in case either segment is not owned.

2. The PSTN access fee (AV, AH) needs to be paid only once since it is the accessing point to
the PSTN and that only takes place a the hub, so the VSAT proportional cost may be
specified as AV = $0.

3. Traffic intensity estimation (TS) is application-dependent, will be different for each earth
station in a real network, and will vary from network to network. A common way to go
around the specifics is to find a conservative traffic intensity figure from previous similar
experiences, and assume a uniform distribution of traffic at all network nodes.

Fixed SCPC networks have the same number of nodes and satellite channels, therefore any
earth station with a low usage time will actually be generating expenses instead of revenue,
which is not a good idea when planning a telecommunications network.

Table 2.5 shows in a succinct way the mathematical equations (4.13) to (4.31) developedin
this research for the Fixed-SCPC economic model.
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Table 4.6. Fixed-SCPC satdllite network economic model.

Remote nodes (VSATS) Hub Networking
Initial cost |V1=N(CV+IV+FV) |Hl=CH+ IH+ FH W =4 N(av oT|P4 i
Operational | V2= N[LV+ MV + SV | H2=LH+ MH + T A
cost + (AV x OT)] N[SH + (AHxQOT)]
Total cost Tv:v1+§L{v2 TH :H1+§H2 OT=TSxAT
1 =1
ngsst TV =N(CV +IV + FV)+T§L£1{N[LV +MV + SV +(AV OT)]]}(%,i,t)
Hubcost | TH =CH +IH +FH + éL’{ [LH + MH + N{sH +(AH OT)}](%,i,t)
T
Reveue | RE= 3 N(OT” CU )[%,i,t]
o
Profits 4

PR=a N(OT" CU )[%, 1]

-

1 1
RO ORD: [

N(CV +1V +FV)+ a N[LV + MV + SV + (AV OT)]('7

T=1

H+1H + FH + 8 [LH + MH + N{SH + (AH ° OT)}](F/

T=1

u
%
At

U
)
Al
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4.4.3.2 Fixed-M CPC

A Multiple Channel per Carrier (MCPC) satellite system alows an earth station to provide
telephone service to more than one user per link, since Time Division Multiplexing technology
allows that channel to be shared by several users. As mentioned in Section 2.4.2.1, available
technology allows multiplexing of up to 8 and 10 Time Division Multiplex (TDM) user channels
into asingle 64 kbps carrier. MCPC systems are believed to improve not only the capacity but
also the revenue of an earth station, but at a cost for the network investors.

Figure 4.4 shows the satellite network with a star topology and a single carrier per earth
sation, but with the capacity to multiplex eight TDM channels into each carrier, thus
transmitting a MCPC signal to the hub per frequency.

[ fo [ f2 | fe [ fa | | fn |

Permanently assigned frequency channels

&,
B,
fo

o= VSAT
a g fa
f 4 f N
VSAT 2
Hub

VSAT 3 VSAT N
VSAT 4

Figure 4.4. Fixed MCPC satellite network.

In this case, a MCPC model is developed assuming a Fixed-SCPC access to the satellite in
a star topology, very similar to the model explained in the previous Section 4.4.3.1, on Fixed
SCPC methodology for network design. The only difference here is that the 64 kbps satellite
signal will carry r = 8 TDM compressed voice channels, each with an assumed individual traffic
of 0.05 Erlangs. The initial investment as well as the operational expense follows the same
model as the previous model, except that in this case the individua cost of the remote earth
stations (VSATS) and the hub is assumed to be 50% higher. This is because a more complex
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user interface is supplied with each earth station, with a number of telephone sets, voice coders
and TDM capabilities per terminal that increase the VSATs and hub cost.

A MCPC system will continue to use (and pay for) a single satellite carrier for up to eight
voice channels, thus saving transponder bandwidth, but requiring more power from both the
earth station and the satellite and perhaps larger antennas. The maintenance expenses are
assumed the same as in other configurations. The PSTN access fee will be charged according to
the number of voice channels actually accessing the network, not by the number of satelite
carriers.  Therefore the cost for PSTN access is larger than in other configurations, but the
expected revenue is al'so proportional to the number of voice channels.

As mentioned before, a Fixed-MCPC system may be attractive only if medium to high
traffic is expected on the network, otherwise the larger initial investment will create a heavy
burden on expected profits. Let’s not forget that an MCPC earth station costs more than asimple
earth station, and only one voice channel is necessary to pay for the full transponder channdl. In
alow traffic network a single user in the carrier would pay for the whole channel, w hich would
increase the user cost lowering traffic even more and investors would never recover the initial
investment. For that reason, an MCPC-DAMA system is not even considered in this work.

Still for PSTN access and revenue intent a user traffic probability must be found to define
the economic model. Assuming an expected traffic of 0.05 Erlang per user in an eight-channel
TDM termina, the number of possible simultaneous calls following a binomial distribution,
leads to a probability pr(1) = 0.2793 for at least one user using the satellite channel and pr(2) =
0.0514 or lessfor r = 2 users. Thiswork considers TS;se = 0.05 Erlang for each r; user in this
model to obtain operational time (OT).

Table 4.7 shows the mathematical equations developed in this research for the Fixed-
MCPC satellite network model. The sequence to implement the Fixed MCPC economic model
is the same as that presented in Section 4.4.3.1 for the Fixed-SCPC modd; only the equations

vary.
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Table 4.7. Fixed-MCPC satellite network economic model.

Remote nodes (VSATS) Hub Networking
Initial cost | V1=N(CV+IV+FV) |H1=CH+ IH+ FH NV=5;N(r' av- o]
Operational | V2= N[LV+ MV+ SV | H2=LH+ MH+ NISH | & (- an ore/,.i]
cost + (r x AV x OT)] + (r x AHxOT)] 1 A
Total cost w:v1+§v2 TH:H1+gH2 OT =r X TSyeer X AT
t=1 t=1
VSAT Lt
Cosst TV =N(CV +IV + FV)+T§_1{N[LV +MV+SV+(r AV” OT)]}(F/A,i,t)
Lt
Hubcost | TH =CH +IH+FH +§ [LH +MH +N{SH +(r" AH~ OT)}](%,i,t)
T=1
Revewe | RE=§ N(r” OT” CU )[/A,|,t]
t=1
Profits PR=& N(r* OT’ CU)[%,i,t]
t=1
- SN(CV+|V+FV)+§{ N[LV +MV +SV + (" AV’ OT)](%,i,t)g
e T=1 u
- SCH FIH+FH+A [LH+MH + N{SH +(r" AH~ OT)}](%,i,t)B
e T=1 u

4.4.3.3 SCPC-DAMA

As mentioned in Section 2.4.2.1 describing topologies, Single Channel per Carrier (SCPC)
is probably the most popular multiple access protocol for rural satellite applications. When

SCPC is joined by an efficient demand assignment protocol such as Demand Assignment

Multiple Access (DAMA), the network’s efficiency increases by carefully controlling the access

to the channels. SCPC-DAMA has become the multiple access technique of choice in satellite

rural telephony applications due to its ease of implementation and the efficient use of the satellite

channdl.
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Here both earth stations are assigned a narrowband channel onboard the satellite during the
length of the call, from a limited pool of n channels, and when the communication session is
over, both earth stations release their channels.  Since the Erlang B formula helps define the
correct number of n channels for a certain network size of N nodes and a grade of service GoS,
the model considers all three factors to provide the correct network design information.

Figure 4.5 shows how a SCPC DAMA satellite network is connected to the PSTN.

|f1|f2|f3|idle||fn|

Frequency channels assigned on demand

N f3 f n
idle
VSAT 2 &,
&; Hub

VSAT3 VSAT N .
VSAT 4 N nodes > n carriers

Figure 4.5. SCPC DAMA satellite network

In the SCPC-DAMA case, the initial network cost is still completely influenced by the size
of the network, including operational cost such as licensing and maintenance. The advantage of
SCPC-DAMA over Fixed-assignment SCPC isthat only afew earth stations, the active ones, are
using the satellite channels, which lowers the satellite channel cost that idle Fixed-SCPC stations
must pay at dl times. Although idle SCPC-DAMA earth stations are not generating revenue,
and still requiring maintenance, the profit from a SCPC-DAMA network depends largely on the
generated traffic. A high traffic SCPC-DAMA network may be very profitable if properly
dimensioned and correctly designed, even under low or medium traffic intensity.

In al cases throughout this research work a Grade of Service figure of 1% to 2% has been
observed, with a tendency to recommend the number of trunks or satellite channels closest to the

2% figure, for economic reason only. It is assumed that if the GoS worsens from 1.5% to 1.8%
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at the cost of one or two carriers, it is still avalid sacrifice of network quality (from one blocked
call in 67 to onein 55).

Table 4.6 shows the mathematical equations developed for the SCPC-DAMA economic
model, where n is the number of satellite carriers and N is the total number of network nodes or
earth stations. Thisis assuming a star topology with single hop links between the hub and VSAT
only; no VSAT-to-VSAT double hops are considered in thiswork. The sequence to implement
the SCPC-DAMA economic model is the same as that presented in Section 4.4.3.1 for the Fixed-
SCPC economic model, only the equations vary.

Table 4.8. SCPC-DAMA satellite network economic mode!.

Remote nodes (VSATS) Hub Networ king

Initial cost | VL= N(CV+ IV+FV) | HL=CH+ IH+ FH wv =4 (v orfP/4i)

Operational | V2= N[LV+MV] + | H2= LH+ MH + w =4 rl orid

cost n[SV + (AV x OT)] n[SH + (AHxOT)]
Lt Lt
Total cost | Tv =v1+g V2 TH =H1+3J H2 OT =TSxAT
t=1 t=1
VSATSs Lt

TV =N(CV + IV +FV)+ 4 {N[LV + MV]+n[sv + (av * OT)]}(F/A,i,t)

T=1

cost

Hubcost | TH =CH +IH +FH +§{|_|—| +MH +n[SH +(AH * OT)]}(F/ ,i,t)

T=1

Revenue RE = a n(oT” cu) [/,I,t]

Profits PR= 3 n(oT” cu)[%,i,t]

-
1
iy

(CV+IV+FV)+a {N[LV+MV]+n[S\/+(AV OT (/A"t)ﬂ

T=1

('Dﬂ%z)('D CD!‘%CD

H+|H+FH+a{LH +MH +n[SH +(AH " OT) (/A,u t)

T=1
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4.4.3.4 Mesh SCPC-DAMA

The mesh topology alows full point-to-point connectivity, thus transferring information
between any two nodes in a network with minimum delay. In a satellite network with N nodes
the number of required connectionsis N (N - 1) carriers, or one satellite link to every network
earth station. A full-meshed satellite network with fixed assignment access would imply that
there are N (N — 1) transponder channels permanently assigned to this network and that each
earth station has N — 1 transmitters and N — 1 receivers, which is obviously impractical. Besides
being an expensive option regarding satellite channel cost if N is large, it would require a
reallocation of the number of transmitters and recelvers at each earth station every time the
network incorporates a new earth station.

The fixed-assgnment mesh topology assumes a requirement for permanent full
connectivity by each earth station, which is not the case in most applications. Most of today’s
commercial meshed networks are based on demand assignment SCPC, where any earth station
requests a temporary connection to another earth station through a common signaling channel
and a control earth station. The control earth station replies by allocating satellite resources to
both the calling and the called earth stations. This requires only an arbiter control earth station
and for each earth station node to be equipped with dynamic frequency radios to provide the
assigned transmit and receive frequency pairs.

Most cases in rural telephony do not require a full mesh topology, since villagers are
assumed to call the PSTN more often than one other. The reason a mesh topology is used in
rural networks is mainly due to the use of regional gateways that allow connection of the call to
the PSTN gateway closest to the destination site, reducing long distance costs inside the PSTN.

A properly designed mesh network allows the users to benefit from lower cost cals, but it
requires larger earth stations for gateway operation, called Gateway Earth Stations (GES) or
mini-hubs. Gateways are able to carry a number of simultaneous telephone calls into the PSTN
and meshed gateways can provide reliability to the network in case of gateway or PSTN failure.

A certain number of carriers m (and their corresponding transponder space) may be
assigned to each GES so that each remote earth station can access the PSTN through that specific
gateway over alocally defined pair of carriers. Thetraffic capacity for each GESis defined by a
traffic analysis depending upon expected traffic routes leading to a number of gateways.
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A network with N nodesis serviced by n satellite carrierswith mcarriers per GES managed
by the control earth station. Any GES can take the control function. Assuming a similar
distribution of traffic for each GES, al gateways carry the same number of carriers on demand
and thus generate similar expenses and revenue. Therefore, the total satellite capacity required
(and the number of simultaneous telephone calls over the network) is

n=gxm (4.32
where n is the number of satellite carriers (and telephone calls), g is the number of

gateways and mis the number of carriers per gateway.
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Figure 4.6. Mesh SCPC DAMA satellite network with g gateways or mini-hubs.
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Although no prices for GES were available, it is assumed that their cost may be
proportional to their traffic capacity. An estimated cost of $100,000 per mini -hub with atraffic
capacity of 25 voice channels per 100 nodes with a 1.3 % GoS is assumed in this model. Table
4.9 shows the mathematical equations developed here for a mesh SCPC-DAMA economic
model.

The sequence to implement the Mesh SCPC-DAMA economic model is the same as that
presented in Section 4.4.3.1 for the Fixed-SCPC economic model; only the equations vary.

Table 4.9. Mesh SCPC-DAMA satellite network economic model.

Remote nodes (VSATS) Hub Networ king

Initial cost | V1= N(CV+IV+FV) |HL=g[CH+IH+FH] | Nv=&nav orfP/id]

Operational | V2= N[LV + MV] + H2 = g[LH + MH] + wr =4 (- o/ i
cost n[SV + (AV x OT)] n[SH + (AHxOT)] L A
Lt Lt
Total cost | Tv =v1+g V2 TH =H1+3J H2 OT =TSxAT
t=1 t=1
VSATs ( )
cogt TV =N(CV +IV+EV)+ N[LV+MV]+n[S/+ (av - oT)HP/irt

T=l

Hub cost TH = g[CH +IH +FH]+éL‘t (g[LH +MH]+ n[SH +(AH ’ OT)])(%,i,t)

T=1

Revenue RE = a n(oT” cu) [/A\,I,t]

Profits pR—é’{ n(oT” cu)[%,i,t]

-
I
iy

AN(CV +IV +FV)+ {N[Lv+|v|v]+n[sv +(Av’ OT)]}(%,i,t)B

T=l

m:&m CD!‘%CD\

SlcH +1H +FH]+ & {olLH + MH] +n[sH +(aH * OT) (/A,lt)

T=1
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4.4.3.5 OBP Regenerative Satellites

So far the models discussed have dealt with repeater-only (bent-pipe) satellites, which
means that at the satellite the analog waveform is only amplified and trandated in frequency for
the downlink. No other function is performed at the transponder. Newer satellites provide the
option of signal processing onboard the satellite, increasing the signal’s quality and overall
performance. This research includes the smplest of the processing functions that the new
satellites are including, which isthe digital signal’s regeneration.

Onboard Processing (OBP) refers to functions that can be performed on board the satellite
to the information signal, as mentioned in Chapter 3. These functions include demodul ation/re-
modulation, error encoding/decoding, transponder or beam interconnection/switching,
demultiplexing/re-multiplexing, packet/frame/cell switching, clock generation/regeneration and
severa other possible functions.

Some of the functions mentioned above need to be processed in real time, while others can
be processed in non-rea time with onboard storage. Since the goal of the present research is to
provide aternatives for voice (telephone) applications, and since current packet-switching
technology does not provide the required QoS guarantees yet, only an OBP regenerative satellite
is considered in the economic models. This type of transponder performs demodulation, error
correction and re-modulation functions on the digital signal in a processing transponder.

A regenerative payload performs onboard demodulation of the uplink carriers, then
regenerates the correct bit stream obtained from demodulation and a new carrier modulates the
signal again for downlink. This new carrier is noise-free, so the regenerative payload does not
retransmit the uplink noise on the downlink, improving the overall quality.

[Mar97] reports that a typical regenerative satellite can provide between 2 dB and 5 dB
reduction in overall Eb/No with respect to a transparent repeater satellite assuming the signal is
regenerated onboard the satellite. A satellite with OBP capability essentially separates uplinks
from downliks, having two channels with cascading bit error rates, so the total bit error rateis

Pob = Pu+ Pa—2PyPy ™ Py+ Py (4.33)
where Py, isthe total BER, P, isthe uplink BER and P4 isthe downlink BER.

Several advantages emerge with an improved BER in a satellite network.

1. Smaller earth stations can be used with reduced EIRP and G/T for an equivaent service
quality, reducing the initial cost of a network.
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2. A higher hit rate may be used on the downlink if an efficient spectrum modulation (e.g. 16-
or 64-QAM) is used on the same channel bandwidth, increasing potential revenue.

3. A lower transmit power is required from the transponder for the same bit rate and bandwidth
while keeping the required network QoS requirements, allowing more carriers on the

satellite, or operating the HPA away from the non-linear region, thus avoiding
intermodulation interference.

Table 4.10. On-Board Processing (regenerative) satellite, fixed SCPC, star network economic

model.
Remote nodes (VSATS) Hub Networ king
Initial cost | V1=N(CV+IV+FV) |H1=CH+ IH+ FH Nv:éN(AV’ OT)[%,i,t]
Operational | V2= N[LV+ MV+ SV | H2=LH+ MH + NH = aNAH OT[A”]
cost + (AV x OT)] N[SH + (AHxOT)]
Total cost Tv:v1+§v2 TH:H1+gH2 OT =TSxAT
=1 t=1
VSATSs

cost TV =N(CV+IV+FV)+ gL{ {N[LV +MV +sv +(AV~ OT)]}(%,i,t)

T=1

Hub cost TH=CH +IH+FH +g{LH +|\/|H+N[SH +(AH ’ OT)]}(F/ ,i,t)

T=1
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In this work an OBP regenerative satellite is assumed to have the same bandwidth and
transmit power at the Ka frequency band (30/20 GHz), allowing a comparison between current
commercia technology for network. Table 4.10 shows the mathematical equations developed for
an OBP (regenerative) satellite, fixed SCPC, star network economic model.

The sequence to implement the OBP regenerative satellite economic model is the same as
that presented in Section 4.4.3.1 for the fixed-SCPC economic model. The mode for the bent-
pipe and OBP satellites is the same since topology and multiple access are the same. Satellite
costsincrease and VSAT costs decrease, but the model is the same, only the input values change.

4.4.4 Evaluation Design
The different models presented in Section 4.4.3 describe the equations needed to evaluate

the economic impact of different topologies and multiple access in the process of telephone
network design via satellite.  The different models were implemented in a number of Microsoft
Excel 97® spreadsheets that allowed individual analysisin four areas for each model. Following
the Excel® terminology, an individual Excel® file has an extension .xlIs, called a “workbook”,
with a workbook having as many “worksheets’” as it may need. As part of this research a
number of Matlab programs wereinitially developed, but it was decided that Excel® was a better
option for the type of work and analysis required. Besides having the basic mathematical
operations, Excel® also provides plenty of financial, engineering and scientific functions as part
of its extended libraries, including optimization commands that provide the Excel® user with a
very powerful analysis tool. Next, a brief description of the implementation of each computer

model is presented for satellite rural telephone network design.

4.4.4.1 Computer Model Description

This section will describe the computer models for performance optimization. The
computational model was created to manipulate a number of specific-case parameters used as
input data with the proposed economic models as shown in Figure 4.7. A number of control
parameters are introduced as constraints, allowing the optimization process to remain bounded.
The set of optimization parameters are used to maximize or minimize the performance during the
design process on any one of severa topics (traffic capacity, user cost, network size, etc.) The
outcome of the process defines which model best solves the specific problem according to the

desired optimization parameters.
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Optimization Parameters

Input Data |:> |:> Output Data

Model

1T

Controls & Constraints

Figure 4.7. Satellite rural telephone network design optimization model

The models were implemented in aworkbook for each model, with a set of four worksheets
in each case. The reason for this distribution was to separate the specific functions of each
worksheet as part of the whole program, with similar functions in al cases but individua
characteristics for each model, shown in flow charts in Figure 4.8. The four parts of each
workbook are described next.

1) A Front worksheet, with the input information about the desired network general
parameters, including number of nodes, application requirements, equipment cost and
projected system lifetime.

2) A Cost worksheet, with the implementation of the equations described in Section 4.4.3
for each one of the economic models, including time value of money and other
economic functions. The values used in these worksheets were previously defined at
the beginning of Chapter 4, along with Performance metrics and Network planning
factors.

3) A Traffic worksheet, with the implementation of the Erlang B equation as a function of
the input parameters introduced in the Front worksheet, and related to network size,
number of nodes, user traffic and expected Grade of Service.

4) A Link worksheet, with the implementation of the satellite link budget described in
Section 2.2.1, in order to guarantee that the satellite and earth station’s performance
specifications were met before the actual economic design. The parameter s eval uated
here were mainly related to transponder capacity, earth station size, signal quality and
performance, system availability and bit error rate.
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Figure 4.8 Network economic model flowchart

4.4.4.2 Pivoting

Once al the models were implemented in their workbooks, a single spreadsheet with a
final network design was created for each model in order to provide all relevant information in a
single page. This spreadsheet includes tables and charts that alow fine-tuning of the economic
design, thus predicting possible outcomes for different network projections over the entire
network’s lifetime. This spreadsheet alows the network designer to have a“big picture’ of the
desired network’ s future economic performance, but only under strictl y limited assumptions.

The spreadsheet works by assigning a specific parameter with a reasonable value, thus
defining that parameter as the controlling parameter once the desired network has been designed.
The controlling parameter (or pivot) has a direct impact on the desired “to be optimum”
parameter, which is the parameter whose performance we wish to minimize or maximize. The
optimization process takes place by “pivoting” with the optimization functions that Excel®
provides, allowing the network designer to “play” with many variations until an optimal solution
is found, according to the network designer’s requirements or constraints.

Once the desired parameter’ s optimal value is found, a number of projections can be made,
basically regarding network size and expected traffic increments, in order to predict the behavior
of the network under changing conditions. It isimportant to clarify that the projections are valid
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only under the pivot’s (controlling parameter’s) assumed values. A change in the network model
parameters during its implementation or operational lifetime may have a significant variation
with those predicted during this stage of the network planning and design process.

An important aspect, not easily seen by the planner once the model i sworking, isthat there
is no way to know for sure when a change in the pivot will produce a result outside of the
feasble solution region. A number of trial and error computer runs helps to find out the

pivoting values that provide feasible solutions for the optimization problem.

4.4.4.3 Generation of Results

The results generated by the computer for the satellite network models have the
convenience that they are based upon analytical models, therefore not requiring the extensive
computational time that is so common in large network simulation.  Although the Excel®
optimizing functions perform a rather large number of iterations before finding the optimal
value, their algorithms converge reasonably quick, taking only afew seconds to show whether or
not a feasible solution exists for that problem. Every change of value of a parameter in the
spreadsheet generates instantaneoudly a number of tables and graphs that include the new results,
derived from the parameter changed.

Another advantage of using Excel® is that it offers a wide selection of visua aids that
allow a better understanding of the network’s performance and lifetime operational behavior.
The results generated by the different models can easily be presented in various displays, from
tables to graphs to charts, providing the network designers and decision takers with a quick view
of the general network situation, projections and potential outcomes. Finally, the results can be

extracted from the spreadsheets and transferred to practically any user application
4.5 Summary

This chapter has presented the development of a methodology for efficient satellite
telephone network design based on different analyticd models.  The development of the
analytical model required that the scope of the problem be limited and a number of parameters,
performance metrics and system boundaries be assumed. The design philosophy and derivation

of the analytical modelsis explained, as well as the basic tools for optimization algorithms.
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The process to implement a set of computer program sequences over spreadsheets is
explained, as well as the general behavior of the analized models. Finaly, the input parameters

and measured outputs of the models were explained.



Chapter 5

Parametric AnalysisResults

This chapter presents the results obtained during the parametric analysis of the models
analyzed in this work. It compares the economic performance of the different topologies and
multiple access and its impact on satellite telephone network design. It is divided into four
sections.  Section 5.1 presents the results of the different economic models for different
scenarios.  Section 5.2 compares each model in its technica and economic performance
behaviors, allowing some interesting observations. Section 5.3 di scusses the predictive power of
these models and their possible impact on satellite network economic analysis. Section 5.4 isa
summary of the parametric analysis results.

Section 5.1 presents the analysis results of the Fixed-SCPC economic model, the Fixed-
MCPC economic model, the SCPC-DAMA economic model, the Mesh-SCPC and the OBP
regenerative economic models. All parametric analysis are shown for alow traffic (pessimistic),
a medium traffic (nominal) and a high traffic (optimistic) scenario, with changing projectionsin
each case.

Section 5.2 discusses the results shown in Section 5.1, further discussing the sensitivity of
the models to small variations on traffic intensity, network size, satellite transponder capacity
and user cost-per-minute.

Section 5.3 analyzes the predictive power of the economic models, alowing for a
discussion of the most commons errors found when planning and designing satellite telephone
networks, and their impact on the finished network operation.

Finaly, Section 5.4 summarizes the results obtained in this chapter, as well as the
tendencies and sensitive parameters observed during the analysis and design process.

5.1 Parametric Analysis Results of the Economic Models

This section presents the different economic models developed as part of the research on
the optimal design of rural satellite telephone networks.  Parametric analysis tools allow the
analytical study of a system or network parameters with ease and convenience, allowing quick
observation of the system behavior (analysis) and its most desired performance (optimization).
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The traffic intensity parameters to set low, medium and high traffic loads for the parametric
analysis are based on 0.05 Erlangs for low traffic (3 min/hr), 0.15 Erlangs for medium traffic (9
min/hr) and 0.25 Erlangs (15 min/hr) for high traffic. A network size of 100 nodes is assumed
a all times for analysis purposes, athough the projections allow for both smaller and larger
network sizes. It is about these values that the optimization process takes place, by pivoting on
the expected lifetime breakeven results.

An operational lifetime of 10 yearsisassumed in all cases, with ayearly interest rate of 18
% for future return of investment at the system’s end of life. The operational time was based on
a 14 hour/day availability of a typical public commerce (8 AM to 10 PM) business, open for
public telephone service 365 days a year.

The analyzed models are optimized using the above values as the design input data, but are
projected over traffic intensities of 0.025, 0.05, 0.1, 0.2, 0.25 and 0.33 Erlangs, for networks with
20, 50, 100, 200 and 500 earth stations. Refer to Tables 4.1 and 4.3 for more information about
these values.

The parametric analysis were performed using Microsoft® Excel 97 SR-2 with the
equations presented in Chapter 4, Section 4.4.3, Tables 4.6 to 4.10. The optimization routines
were performed by Excel through the “Goal Seek” function, which uses a variant of the Newton
algorithm to optimize a specific cell by changing the value of only one other variable. More
complex problems involving multiple variables and constraints can be answered with the
“Solver” function, also provided by Excel, but that function was not used in this research.

The assumed earth station parameters are 1.2 m antenna, 2W HPA (radio) for remote
terminas (VSATS) and varying antenna and radio parameters for the Hub, depending upon the

network size.

5.1.1 Fixed-SCPC M odel

This Section presents the analysis results of the Fixed-SCPC economic model for alow
traffic (pessmistic), a medium traffic (nominal) and a high traffic (optimistic) scenario, with
changing projectionsin each case.

The basic SCPC scenario is shown in Figure 5.1, aong with its data tables and
performance graphs. The network is composed of 100 nodes with a traffic intensity of 0.15
Erlang. It is easily seen that the small number of nodes causes the VSAT unit price to be
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$7,500, a higher figure than that of larger networks, basically due to volume sales from more
than 100 earth stations.

The lifetime economic analysis shows the network reaching the break-even point at the end
of the tenth year, as planned. That alows the investors to obtain an 18 % yearly return on
investment, which already includes the projected profits over banking interest rates.

The 3-Dimensional (3-D) plot shown in Figure 5.1 shows the Profits-vs.-Nodes-vs.- Traffic
projections of the network for other values of traffic intensity and network size, obtained from
the tale pivot value at the right bottom of the lifetime cost table.

5.1.1.1 Low Traffic Scenario

A low traffic, or pessimistic, scenario is the one that allows the economic projections to
succeed with avery low traffic operation over a satellite network.

The 3-D plot on Figure 5.1 shows how alow traffic scenario (0.025 Erlangs) will not only
lose money in a small network ($8 million in losses for a 20-VSAT network) but also in alarge
size network ($271 million losses for a 500 VSAT -network).

The situation does not improve with a small increase in traffic, since up to 0.10 Erlangs

(medium expected subscriber traffic) still generates losses at every network size.

5.1.1.2 Medium Traffic Scenario

The same 3-D plot in Figure 5.1 was projected from a medium, or nominal, traffic intensity
of 0.15 Erlangs. This specific case was designed so the network’s break-even point is met at
0.15 Erlangs of traffic over the system’s lifetime for a 100-VSAT network. This means the
medium expected, or nominal, traffic scenario is that with the most likely traffic intensity for the
network.

In this case, the expected traffic will generate the initialy planned network revenue, which
is the initial amount presented to the financiers and investors as the targeted goal. Although it
may look to be approaching the break - even point, it must be remembered that
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this point aready includes a substantial amount of profit due to the larger interest rate used
when quantifying the future value of money. Variations on network size will provide only a very

small positive difference from the targeted value, so the scenario is still considered as nominal.

5.1.1.3 High Traffic Scenario

From the same 3-D plot in Figure 5.1 is possible to see the projected earnings for a larger -
than-expected user traffic behavior, both in terms on network size aswell asin terms of expected
traffic intensity. The profits for a small network with a high traffic (around 0.25 Erlangs) are
substantial ($9 million over the break-even point), even for a small (20 VSAT) network. A
larger network provides adramatically large profit ($271 million over the break-even point) for a
500 VSAT network.

Figure 5.2 shows the comparison of the profit earning curves for low, medium and high
traffic analysis. The reason the low traffic curve generates higher profitsis that the user cost per
minute is much higher. This should not be taken as a way to predict gains, since an expensive
system will probably have fewer customers than a more inexpensive system, covering with
volume the lower revenue due to higher user cost.

Figure 5.2 also shows the pie charts of the low traffic, medium traffic and high traffic
scenarios for a Fixed-SCPC satellite network during the first year of operation, where the VSAT
capital investment clearly dominates over the hub capital cost. The VSAT segment also
generates more expenses in the variable costs, mainly due to the PSTN access fee for each user
channel. Itisalso easy to see how by increasing the number of calls, or traffic, the variable costs
of the VSAT segment particularly increase due to the satellite and connection fees for a larger
number of terminals.

It is safe to conclude that, when using Fixed-SCPC satellite modeling analysis, network
size defines the general cost of the network and that the network’s operation is expensive. It
also is safe to conclude that small Fixed-SCPC networks produce small profits or lossesif traffic
is low, but generate tremendous losses or profits in large networks. For that reason a careful
traffic analysis must be made, considering different network sizes, since a poorly made traffic
analysis (or business plan, for that matter) is a sure way to lose money in network planning and

design.
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5.1.2 Fixed-M CPC M odel

This section presents the analysis results of the Fixed-MCPC economi ¢ model for a low
traffic (pessmistic), a medium traffic (nomina) and a high traffic (optimistic) scenario with
changing projections in each case. There is a small but important difference between the Fixed
SCPC mode presented in the previous Section 5.1.1 and the Fixed MCPC model presented in
this Section. The MCPC earth station has the capability to provide up to eight Time Division
Multiplex (TDM) user channels per earth station, while the basic SCPC VSAT only alows one.
That does not mean that all eight channels will be operating at the same time; only that it
provides the users with more capacity.

The basic MCPC scenario is shown in Figure 5.3, along with its data tables and
performance graphs. The network is composed of 100 nodes with a traffic intensity of 0.05
Erlang per TDM user telephone.  In this moddl, the total traffic out of the earth station is the
expected traffic intensity per telephone channel, multiplied by the number of active channels at
any given time. Although al of the voice channels will use the same satellite carrier, thus saving
satellite costs, they still generate expenses by connecting each channel to the PSTN. Besides,
each earth station is assumed to cost 50% more than a typical VSAT due to the more complex
TDM interfaces and required extra equipment, such as the telephone sets.

There are two economic drivers in this model: the expected user traffic per telephone set
and the expected number of active channels at any given time.  That problem is treated
statistically by means of a binomial distribution function, since the number of events is small
(<8). The probability that at least one user is on the line will generate little revenue but still
generate the same satellite cost as if all eight lines were busy. Therefore, the expected number
of busy linesin this analysis was one line (29% of the time) and two lines (5% of the time).

Again, it is easily seen that the VSAT prices are the dominant figure in the first year. The
lifetime economic analysis shows the network reaching the break-even point at the end of the
tenth year, as planned. That allows the investors to obtain an 18 % yearly return of investment,
which already includes the projected profits over banking interest rates.
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The 3-Dimensiona (3-D) plot shown in Figure 5.3 shows the profits-vs.-Nodes-vs.-Traffic
projections of the network for other values of traffic intensity and network size, obtained from
the table pivot value at the right bottom of the lifetime cost table. Two different plots come out

from the analysis, the first for one active voice channel, and the other for two active channels.

5.1.2.1 Low Traffic Scenario

A low traffic scenario in a Fixed MCPC model is one that includes minimum use of the
earth station (one user) at minimum traffic intensity (0.05 Erlang). By multiplying the total
traffic out of the earth station, the analyzed model alows economic projections for very low
traffic operation on the satellite network.

The 3-D plot on Figure 5.3 shows how the behavior of Fixed MCPC isvery similar to that
of the Fixed SCPC model; both plots are practicaly the same except for the higher earth station
costs and higher revenue. A low traffic scenario (0.025 Erlangs) will cause losses in a small
network ($8 million loss for a 20-VSAT network) even if only one user is using the channdl.
Again, this is especially critical in a large size network ($184 million loss for a 500 VSAT -
network).

The situation does not improve with a second user, since the total increase in traffic in the
earth station requires a longer time to recover the costs. A user traffic of 0.10 Erlangs (medium
expected subscriber traffic) produces atotal of 0.20 Erlang per VSAT, but still generates losses
under that traffic value.

5.1.2.2 Medium Traffic Scenario

Even when the user traffic increases in a Fixed SCPC network, it is still very difficult to
generate profits since the PSTN access fees for the second lines adds onto the other network
expenses.

Probably the most important improvement in having a second (or third, or more) user
simultaneoudly is not found in the total recovery of investment economics, but rather in the lower
user price, as shown in Figure 5.4. Even when presenting the same user traffic (0.15 Erlang),
having a second caller per earth station lowers the user cost, in this case from $0.3172 to
$0.1093, but it also reduces the overall profit of the network.
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Figure 5.5 shows that the increase in the number of network nodes does not have a significant
impact on the user cost, but rather that the actual number of simultaneous users is the reason for

the decrease in cost.

5.1.2.3 High Traffic Scenario

Figures 5.3 and 5.4 show the different effects of high traffic on overal economic planning,
again depending upon the number of smultaneous TDM channels.  Although the user traffic
intengity is the same, Figure 5.3 with only one-user shows smaller revenue although the total
profit is actually much larger.

There are some interesting conclusions when comparing Figures 5.3 and 5.4, both relating
to the Fixed MCPC model. While the one-voice channel analysis in Figure 5.3 shows a high
traffic (0.25 Erlang) profit range from $5 million (20 nodes) to $160 million (500 nodes), the
two-voice channel from Figure 5.4 is till generating losses, ranging from $2 million (20 nodes)
to $31 million (500 nodes). The two-voice channel only generates profits when traffic is above
0.30 Erlangs.

From the same 3D plot in Figure 5.3 it is possible to see the projected earnings for a
larger-than-expected user traffic behavior, both in terms of network size as well as in terms of
expected traffic intensity.  The extreme behavior of the single voice channel MCPC modd is
unusua, since the profit curve for alarge network with high traffic is amost exponential at some
points.

Figure 5.6 shows the comparison of the profit earning curves for low, medium and high
traffic analysis for single voice channel per VSAT, while Figure 5.7 shows the same information
for the two voice channel earth station. It can be seen that the relative VSAT capita cost is
reduced while the VSAT variable cost increases in almost the same proportion.

Figures 5.6 and 5.7 also show pie charts for low, medium and high traffic scenarios for a
Fixed-MCPC satellite network during its first year of operation, where the VSAT capita
investment clearly dominates over the hub capital cost.

The VSAT segment also generates more expenses in the variable costs, mainly due to the
PSTN access fee for each user voice channel, as it can be appreciated in Figure 5.7. Itisaso
easy to see how by increasing the number of cals, or traffic, the variable costs of the



No. VSATs 20 50 100 200 500
No. users 5S/mincall $mincall $mincall &mincal $'min call

1 $0.4705 $0.4260 $0.4350 $0.4526 $0.4208

2 $0.2453 §0.2230 $0.2275 $0.2363 $0.2204

3 $0.1702 $0.1553 §0.1583 $0.1642 $0.1536

4 $0.1326 §0.1215 §0.1237 $0.1261 $0.1202

5 $0.1101 $0.1012 $0.1030 $0.1065 $0.1002

6 $0.0951 $0.0877 $0.0892 $0.0921 $0.0868

7 $0.0844 $0.0780 $0.0793 $0.0818 S$0.0773

& $0.0763 $0.0707 $0.0719 $0.0741 50.0701

User cost/min-call with multiple users
$0.5000
$0.4500
$0.4000 -
$0.3500 -
| —— 20 VS5ATs
$0.3000 —&— 50 V5ATs
100 VSATs
$0.2500 - —%—200 VSATs
e

$0.2000 - e
$0.1500
$0.1000
$0.0500 -
$0.0000 .

Figure 5.5 Variation of user cost with multiple TDM users for Fixed MCPC
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VSAT segment particularly increase due to the satellite and connection fees for a larger number
of terminals.

It is possible to conclude that in Fixed-MCPC network satellite analysis, network size
defines the general cost of the network and that the network’ s operation is expensive. It alsois
safe to conclude that a reduced number of TDM users per earth station define the economic
performance of the network.

Fixed-M CPC networks does not produce profitsif traffic is low, but may generate dramatic
loses or profits in large networks. A careful traffic analysis for Fixed MCPC must be made,
considering different network sizes, varying traffic and especially the statistic for second or third
usersin TDM channels

5.1.3 SCPC DAMA Model
This Section presents the parametric analysis results of the SCPC DAMA economic model

for alow traffic (pessimistic), amedium traffic (nominal) and a high traffic (optimistic) scenario,
with changing projections in each case.

The basic SCPC DAMA scenario is shown in Figure 5.8, along with its data tables and
performance graphs. The network is composed of 100 nodes and 25 satellite carriers that all ow
for 1.8 % GoS with a traffic intensity of 0.15 Erlang per user. It is easily seen that the smaller
amount of carriers with respect to the number of nodes alows for an improvement in
expenditures in this network. The quality of the network is expressed in the 1.8 % GoS.
Although the network may use only a small number of earth stations at any given moment, an
SCPC DAMA network usualy requires a large capital outlay to start operations.  Although the
hub is important, and it may be a magjor expensg, it isthe least expensive part of the network. A
large part of the varying network expenses are caused both by maintenance to the earth stations
(whether they are being used or not) and to pay for the satellite channels and connection time to
the PSTN.

The lifetime economic analysis shows the network reaching the break-even point at the end
of the tenth year, alowing investors to obtain their expected return on investment. The 3-
Dimensiona (3-D) plot shown in Figure 5.8 shows the Profits-vs.-Nodes-vs.-Traffic projections
of the network for other values of traffic intensity and network size, obtained from the table pivot
value at the right bottom of the lifetime cost table.
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5.1.3.1 Low Traffic Scenario

The SCPC DAMA network is designed especially for applications with alarge number of
network nodes and a small number of users actually on the network at any given time. The main
ideain SCPC DAMA isto optimize the satellite resource by assigning channels by demand only.
Nevertheless, a small network will hardly be economically autonomous if the traffic demand is
small compared to the capacity of the network. In the anaysis, a 100 node network was
assumed, with 25 satellite carriers and an expected low user traffic intensity of 0.05 Erlang.
Figure 5.8 shows the low traffic performance of the smulated network, along with its economic
implications.

In a low traffic scenario, and due to the large investment created when implementing a
SCPC DAMA, this network shows the largest economic component to the VSAT portion (all
remotes in the network). In very low traffic Situations, earning would not recover the
investment, with the possibility of losing $9 million on a small network, and up to $99 million in
alarge network, for 0.05 Erlangs traffic. The lossislarger for even lower traffic figures like the
0.025 Erlang projection shown in the table.

Figure 5.9 shows the relative impact of low traffic in projections. The low traffic plot on
the graph shows a markedly positive profit for projections based on the low traffic assumption.
This behavior may be misleading, since the projection upon which the curve is based assumes
the user cost at $1.18/min of service. That is the value that the model found suitable to make the
low traffic scenario able to meet the end of lifetime break-even point. That figure is definitively
not representative of the reality of rural telephony; therefore the low traffic assumption in an
SCPC DAMA scenario will hardly make any profit. On the same Figure 5.9, the pie chart for
low-traffic, first-year expenses shows that the VSAT capital investment clearly dominates costs,
as often happens in an SCPC DAMA network.

5.1.3.2 Medium Traffic Scenario

In a medium traffic (optimal) situation, an SCPC DAMA network performs as expected
regarding the cost and revenue performance due to traffic. The network size is not relevant to
the genera profitability of the network, since it depends rather upon traffic, but alarger network
does generate alarger revenue for the same assumed traffic.
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As mentioned before, the number of operating earth stations is directly related to the traffic
analysis that defined the number of satellite carriers, and small traffic variations do not disrupt
the expected performance of the network. An interesting point is the fact that larger networks
provide larger revenue without large operating expenses, especially due to lower satellite
capacity and PSTN access expenses.

The 3-D plot shown in Figure 5.8 shows that medium traffic is around the break-even point
in practically al network size projections. This means that the user cost figure found during the
optimization process, $0.42/min, is probably a safe parameter to assume for this type of network
given the other parameters as valid (fixed and variable VSAT and hub costs).  On the other
hand, what is projected in Figure 5.8 is the actua number of satellite carriers, which is the
parameter that creates expenses and generates revenue. The total number of nodes, or earth
stations, is independent of the number of carriers, except for their relationship to obtain the
desired Grade of Service.

Figure 5.9 shows the predominance of the VSAT overall cost in the first year of operations
(pie charts), with a small variation in the medium traffic scenario for VSAT capital (lower) and
variable (higher) relative costs compared to the lower traffic scenario. Thisimplies that when
traffic increases the operational costs (satellite capacity, PSTN access) also increase as a direct

function of traffic.

5.1.3.3 High Traffic Scenario

The high traffic scenario for an SCPC DAMA network is based upon the assumption that
every carrier is used to its highest possible number of minutes per year, therefore generating
lower expenses and more revenue than fixed-assignment networks.

As the 3-D plot on Figure 9.8 shows, all high traffic projections show a substantial amount
of profits, especially over alarge network with many carriers. Thisis simply a direct result of
the user cost obtained for the break-even analysis and model implementation. The projections
shown were based upon the medium traffic 0.15 Erlangs case and projected over alarger number
of carriers. The higher traffic scenario figures, shown in the table at the top of Figure 5.9, shows
a more modest profit due to the lower user cost figure found at this scenario, in this case
$0.27/min.  The pie chart for the high traffic scenario of Figure 5.9 also show figure a small
decreasein VSAT capital cost vs. asmall increment on variable VSAT cost.
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5.1.4 Mesh SCPC-DAMA M odel

As described in Section 4.4.3.4, the Mesh SCPC DAMA mode is based on a number of
earth stations N which can connect to each other, and use a number of gateways, or mini -hubs, to
interconnect to the PSTN. It is assumed that each gateway can support up to n carriers, so the
total number of satellite carriers at any moment is n” g, which is the figure taken as the number
of nodes communicating through the satellite network.

For the analysis presented in this research, a number of four gateways was used, with each
gateway providing a capacity of 25 satellite carriers from 100 earth stations. What this meansis
that, although each earth station can communicate with any other each other as in any mesh
network, those requiring an outlet to the PSTN may do so through any of the gateways. Any
user has an associated expected traffic, which is used to project variations in traffic and number

of nodes.

5.1.4.1 Low Traffic Scenario

In the Mesh SCPC DAMA scenario, as it has been in all other models for low traffic
scenarios, the main characteristic is the high amount of profits that are projected by the models.
Figure 5.10 shows the impressive amount of profits generated by the Mesh SCPC DAMA model
when projected for large size networks.

Again, the main reason behind this behavior is a result of the optimization process when
setting the break-even point for low traffic, reached at the end of the system'’s lifetime. For low
traffic applications, this can only be accomplished when a large user cost tariff is imposed. In
this case, for mesh SCPC DAMA the user cost is $1.82/min, which is obviously impractical for
rura telephony applications, but is very attractive for investors looking for revenue and for large
profit numbers.

In fact, the projection for large network size when using the low traffic scenario turns out
to be over $560 million above the break-even point, as shown in Figure 5.11. An important
piece of information is shown in the pie chart for low traffic at Figure 5.11, where it is easy to
see the large proportion of capital investment required for the mesh SCPC DAMA model
presented here. The cost of the hubs is larger than that of the combined VSATS, since each
mini-hub must be able to handle alarge number of calls.
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5.1.4.2 Medium Traffic Scenario

A more conservative, and more realistic, idea of the network’s performance regarding
traffic and profits can be derived from the 3-D plot on Figure 5.10. This plot actualy
corresponds to the medium traffic scenario, and it can be seen that the profitable performance for
the medium traffic scenario (0.15 Erlangs) is found above 0.15 Erlangs of traffic, and for
networks with more than 50 satellite carriers.

A user cost of $0.63/min is still considered high, but closer to the expected value of $0.25
to $0.40 per minute expressed as desirable in Chapter 4. Figure 5.11 aso shows how the
medium traffic analysis can be projected over alarger network with a large number of carriers,
providing considerable earnings (around $120 million) but not qui te as much as the low traffic
projections ($560 millions).

5.1.4.3 High Traffic Scenario

The high traffic scenario provides the best user cost value of all Mesh SCPC DAMA
scenarios, optimizing the network to a $0.39/min user cost. Although the revenue projections for
this value are not as attractive as the previous scenarios, the high traffic projections allow for a
very solid and feasible network implementation. It also provides the lowest user cogt, in this
case, $0.39/min, which isinside the allowed range of price for the network.

Although the 3-D plot in Figure 5.10 shows the projection to grow rapidly along with the
network size, in reality any mesh network must have a medium to large traffic intendty to
actually be profitable. This is needed due to the large initial investment caused by the VSATs
and Hub capita cost.

Although the user cost is lower than the other mesh scenarios and thus the profits are
lower, the lower user cost will probably attract more users, thus having the positive effect of
increasing traffic. This way, in an indirect manner, revenue is increased by the higher traffic,
thus increasing profits over a longer time. This model scenario alows a network designer to
preview the network performance and decide which parameter needs to be changed or improved
to further optimize the design.
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5.2 Comparison of Multiple Access Models

The analysis of the different traffic intensity scenarios allow for a better understanding of
the way the variables interact with each other during network operation. Each model has a
different impact on the variables, and break-even points need to be found between their valuesin
order to identify an improvement or decline of the network’s performance beyond some
equilibrium point.

Probably the three most important parameters for satellite rural telephone network design
are network size, expected traffic capacity and user cost. Network size implies how many sites
are serviced by the network in terms of required or available earth stations. Expected traffic
capacity involves how often the telephone links are going to be used and how often service will
be denied to incoming calls due to congestion. Finally, the user cost parameter involves how
much the user has to pay to benefit from the service, if available.

This section provides a comparison and discussion about the interrelation between

parameters in the same model, and among other models.

5.2.1 Effects Dueto Traffic Intensity Variations

Traffic intensity patterns are unique to each economic, cul tural, societal and geographical
Situation regarding telephone service habits. What could be an excuse for someone to make a
telephone call would require an emergency for someone else to make the call.

If trying to obtain traffic behavior and habits for urban usersis difficult, trying to establish
the behavior of potential rural usersis even more difficult, since there is no previous pattern of
use. Thefew existing statistics regarding initial telephone usage in rural communities belong to
the telephone companies, which do not like to share such information and treat it as confidential
and proprietary.

Still, it is important to study the telephone traffic intensity variations and its performance
effects on network planning and design, since it has been shown that there is a tremendous
impact on both gains and loses.  Although real-life figures are not easy to obtain, a number of
estimated figures have been used in the model analyzes presented in this work.

One way to observe the expected traffic impact on profits is to run multiple parametric
analyzes under different traffic values and observe the behavior of the different profit lines. As

an example of this anaysis, the Fixed SCPC model was analyzed searching for its sensitivity to
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variations on traffic and its impact on profits. The analysis based on 100 nodes with a constant
user cost of $0.3142/min, which was optimized to break-even in 10 years at 0.15 Erlangs of
traffic.  In this analysis traffic was varied from 0.12 to 0.18 Erlangs in increments of 0.01
Erlang, and the resulting profit projections are plotted in Figure 5.12.

What this figure shows is the projection over the system’s 10 year lifetime of the economic
model behavior with varying traffic values for each case. It can be seen that break-even occurs
at 0.15 Erlang, as originally designed. Curves with traffic density under that value increase the
network losses to $9 million (0.12 Erlang), while curves over that value increase profits up to $9
million (0.18 Erlang). It can be shown that even a small change in either direction has an
important impact on the network’ s economics.

As an example to demonstrate the magnitude of traffic change impact on profits, a
variation of 0.01 Erlang, or 36 secondsin one hour, is applied over the 0.15 Erlang case used for
medium traffic analysis. The change from 9 minutes per hour (0.15 Erlang) to 9 m 36 s (0.16
Erlang) in the expected traffic figure creates a surplus of $3,035,000. In the same token, a
decrease of the same valueto 8 m 24 s (0.14 Erlang) creates a deficit of the same amount.

Figure 5.12 shows how the relationship islinear, so avariation of 0.02 Erlang in either way
will create an economic impact of twice that value ($6,070,000) in gains or losses, and 0.03
Erlang will change $9,105,000 either way. Thisis probably the main reason for which traffic
studies need to be as precise as possible.

Another way to observe the effects of traffic intensity variations on network performanceis
to substitute the optimization variable. This is done by running a typical parametric analysis,
then setting a pre-fixed parameter, such as user cost, and observing the sensitivity of the models
by optimizing the traffic at different values. Figure 5.13 shows the impact on user cost per
minute of each model according to the desired user cost ($0.25 to $0.50/min) for different traffic

intensities.
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Figure 5.12 Sensitivity of traffic changes on profits
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—+—0.18 Erlang
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0.12
($1,141,920)
($1,561,145)
($2,143,340)
($2,863,645)
($3,700,993)
($4,637,530)
($5,658,125)
($6,749,956)
($7,902,156)
($9,105,517)

0.13
($1,057,830)
($1,321,702)
($1,688,152)
($2,141,533)
($2,668,583)
($3,258,066)
($3,900,458)
($4,587,687)
($5,312,915)
($6,070,344)

0.14
($973,740)
($1,082,259)
($1,232,964)
($1,419,000)
($1,636,000)
($1,878,000)
($2,142,000)
($2,425,000)
($2,723,000)
($3,035,000)

0.15
($889,000)
($842,000)
($777,000)
($697,000)
($603,000)
($499,000)
($385,000)
($263,000)
($134,000)

$0

0.16
($805,000)
($603,000)
($322,000)

$24,000
$428,000
$880,000
$1,372,000
$1,899,000
$2,454,000
$3,035,000

0.17
($721,000)
($363,000)

$132,000

$746,000
$1,461,000
$2,259,000
$3,130,000
$4,061,000
$5,044,000
$6,070,000
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0.18
($637,000)
($124,000)

$587,000
$1,469,000
$2,493,000
$3,639,000
$4,887,000
$6,223,000
$7,633,000
$9,105,000



Figure 5.13 Impact of user cost per minute variations on required traffic

Traffic (Erlangs)

0.500 ~
0.450 +
0.400 +
0.350 +
0.300 ~
0.250 ~
0.200 ~
0.150 ~
0.100 ~
0.050 ~

Impact of user cost variations

Fixed SCPC,
MCPC (1/8)

—=— Fixed MCPC
(2/8)

—4— SCPC DAMA

—e— Mesh DAMA

0.000

.\.\KH\H\f—ﬁ—e\i

@9 ~§9 &9@»‘9669

6969&9&9&9&9@@@&9@

User cost per minute

User cost Resulting traffic intensity

F-SCPC | F-MCPC DAMA Mesh
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What Figure 5.13 shows is the required traffic per earth station that would bring user costs
down to a reasonable (for rural purposes) economic level. This graph was obtained by setting
the base user cost ($0.25 to $0.50/min) in increments of $0.025, or 2.5 cents, in an analysis based
on 100 active nodes or satellite carriers. Setting the break-even point at 10 years, it alowed
searching for the minimum traffic value that could provide such cost. The results are shown in
Figure 5.13

It is easy to see that the most expensive technology for telephone service is the mesh SCPC
DAMA model. This technology requires high user charges to recover the investment over the
proposed system lifetime. Although the user cost is within the limits of the desired cost, it
requires a very high traffic per node, even higher than this work terms*very high traffic”, which
is 0.33 Erlangs, for most rural telephone applications. The mesh technology, as simulated,
would not last long under low, medium or even reasonably high traffic conditions, except
perhaps by charging a high user cost.

The model for star SCPC DAMA offers the same user cost range as the mesh technology,
but it has the advantage of requiring less traffic to reach the break-even point. Thisisgood for a
rura telephone network, since it means that it is easier to reach that investment return while
providing a lower cost service to the user. Since SCPC DAMA is around the high to medium
traffic region (0.25 to 0.15 Erlangs), the resulting user cost would still be in the upper half of the
desirable cost region. This means that star SCPC DAMA can only offer alow user cost when
high traffic is available, and must charge a higher user fee when lower traffic intensity is
expected.

On the other hand, it can be seen that both fixed-assignment options (SCPC and MCPC)
can offer the best service to users, since both can provide low user cost at low traffic rates.
Especialy interesting is the MCPC technology, which, under the worst case can transmit only
one out of eight TDM channels (1/8), generating the same expenses and providing the same
revenue as the single-channel SCPC. It is easily seen that the two-channel case (2/8) improves
the service greatly, especially because it obtains twice the revenue with the same number of
satellite channels.

It is easily seen that SCPC and MCPC (1/8) can provide the user with telephone service at
low to medium traffic for a low user cost, while MCPC (2/8) provides the lowest user cost of
them al. Logic indicates that more TDM channels in MCPC could reduce even more the tariff,
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but the probability of occurrence of (1/8) is 29% while that of (2/8) is only 5% of thetime. More
simultaneous users would increase revenue, but (3/8) is less than 0.5 percent of the time, so this

is not asignificant improvement.

5.2.2 Effects Due to Network Size Variations

The network size, or total number of nodes also has an impact on the network design stage.
It has been shown in Figures 5.1 through 5.12 how network size, along with traffic intengity, is
probably the most important element to define when planning a satellite network.  Although the
direct impact of network size is important, the indirect effect that size has in optimizing revenue
is more important, which then allows projection over large networks.

One possible way to measure the sensitivity of network size is by discussing the effect of
size variations over the economic models. This means showing how variations of network size
have an impact on profits.  This is done by running successive analyzes over the economic
model of any technology evaluated in this work. The analysis is done by setting the optimal
break-even cost as pivot, and copying the column of profits (or losses) over the system’s 10
years of lifetime. Once this is done, different network sizes are implemented on the models,
including the user cost for each traffic scenario. Figure 5.14 shows how this information is used
to compare the impact of varying network size into overall network profits.

What Figure 5.14 shows is the profit curve during the time it takes to reach the break-even
point for different network sizes. At this point the initial revenue expectations are reached by
the end of the system’s lifetime. It can be seen how the smaller network (20 nodes) has 10 years
to pay back little over $220,000. When the network grows to 50 earth stations, the amount to
pay is over $544,000 in the same amount of time, which will probably require higher traffic or
user cost. The trend continues for 100, 200 and 500 nodes, until the last network size, 1,000
nodes, which generates so much expense that a $7 million debt must be paid in those ten years.
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Figure 5.14. Economic impact of network size variations on user cost per minute.

Impact of network size on break-even point
I (Fixed SCPC, 100 nodes, 0.15 Er)
Qe_ $0 ' ' ' —e— 20 nodes,
10 $0.33/min
(51,000.000) / —a&— 50 nodes,
$0.3068/min
($2,000,000) .
/ / —a— 100 nodes,
($3,000,000) $0.3143/min
*/K/)( / —e— 200 nodes,
($4,000,000) $.3273/min
/ —x— 500 nodes,
($5,000,000) $0.3053/min
/ —e— 1,000 nodes,
($6,000,000) $0.2983/min
($7,000,000) /
($8,000,000)
Years
Nodes 20 50 100 200 500 1000
1 ($220,000) ($544,000) ($889,000) ($1,784,000) ($3,563,000) ($6,917,000)
2 ($209,000) ($515,000) ($842,000) ($1,690,000) ($3,375,000) ($6,553,000)
3 ($192,000) ($476,000) ($777,000) ($1,559,000) ($3,115,000) ($6,047,000)
4 ($172,000) ($426,000) ($697,000) ($1,398,000) ($2,793,000) ($5,422,000)
5 ($149,000) ($369,000) ($603,000) ($1,210,000) ($2,418,000) ($4,694,000)
6 ($123,000) ($305,000) ($499,000) ($1,001,000) ($1,999,000) ($3,881,000)
7 ($95,000) ($235,000) ($385,000) ($772,000) ($1,542,000) ($2,994,000)
8 ($65,000) ($161,000) ($263,000) ($527,000) ($1,054,000) ($2,046,000)
9 ($33,000) ($82,000) ($134,000) ($269,000) ($538,000) ($1,045,000)
10 $0 $0 $0 $0 $0 $0
User fee $0.3373 $0.3068 $0.3143 $0.3273 $0.3053 $0.2983
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As can be seen in Figure 5.14, the initial debt that the networking company assumes is
crucia for the well being of the company. If alarge debt is contracted to operate alarge number
of nodes, and the traffic analysis shows that traffic may not help much with the investment

recovery, the project will surely die before ever being implemented.

5.2.3 Effects of Cumulative User Cost per Minute Variations

Another important variable, directly related to average traffic intensity, is the cumulative
usage time over a yearly period, or cumulative operational time. This parameter may show
variations not shown in the expected traffic figures, such as an increase in traffic due to a local
event (fairs, celebrations or emergencies), or adecrease due to absences (vacations, long trips) at
the rural community. Since traffic intensity may drastical ly change at any short period of time
but overadl cumulative time may not, these cumulative variations may have an effect on
telephone service pricing figures.

So far, it has been assumed that each earth station maintains average traffic intensity at all
times, but real user behavior may not be as ssmple to predict. A yearly operational time is a
good parameter to study when designing and analyzing telephone networks. One of the
advantages of modeling telephone networks is that it allows observation of this behavior and
determines if there is any important impact on the estimated user cost for each model. This
effect was studied and the results are presented in Figure 5.15, where the different technologies
are shown regarding their cumulative operational time in minutes per year, against the estimated
user cost. This study allows the designer to find the break-even point for the network economic
sources, while providing insight into the technology’ s performance regarding user costs.

Figure 5.15 shows that fixed assignment multiple access techniques (SCPC, MCPC) are
again the technologies that provide the lowest user costs, especialy MCPC with two
simultaneous users. That is probably due to the low dependency on the hub for assigning
channels since they aready have a permanent one, so a lower user fee may be offered. In
MCPC for two simultaneous users, the cost is helped by the higher revenue.
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Impact of user time variations
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Figure 5.15 Economic impact of traffic variations on user cost per minute

SCPC DAMA aso provides low costs but it needs a higher number of minutes per year
than the previousy mentioned two technologies. A possible reason here is that any SCPC
DAMA network requires a large investment in the remote nodes (VSAT terminals) as well as a
more complex hub.  The maintenance cost of al VSATSs is constant, athough there is a
reduction in the operational costs (satellite bandwidth and PSTN access). Still, SCPC provides
the user with a cost-effective solution at a price within the accepted range for this work, which is
under $0.50/min for medium and high traffic. This means that SCPC DAMA provides
reasonable user costs for operational times over 45,000 minutes/year (about 0.085 Erlang),
regarding the number of cumulative operational minutes per year for each earth station.

Finaly, the Mesh SCPC DAMA mode shows the least user cost-effective behavior,
probably due to the high cost of the mini-hubsinvolved in the design, which greatly increases the
overall capital and operational cost of the network. Figure 5.14 shows how only in high and very
high traffic situations (more that 75,000 minutes per year, or 0.143 Erlang) can a Mesh SCPC

DAMA technology deliver reasonable user costs.
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5.3 Predictive Power of Models

The economic models discussed in Chapter 4 were developed with the intent to provide
insight into the predictive economic behavior of different technologies applied to satellite rurd
telephone network design.  Their implementation and results shown in Section 5.2 allow the
network designer to change variable conditions in order to predict network behavior when the
actual network implementation and operation takes place.

The objective when developing this type of economic model is to predict how real
technologies will behave before even deciding which one will eventually be implemented. The
predictive power of amodel is adirect function of its ability to imitate one or more aspects of a
system’ s or network’ s real -life behavior, which at some point can only be estimated if real datais
not available.

Although there exist a variety of modeling and parametric analysis techniques, sometimes
what is available does not necessarily solve the fundamental problem. Often, the mathematical
representation of the model is not necessarily correct, or the real life system to be modeled may
include parameters unknown to the system designer. The goal, then, is to be able to provide a
smplified model of the system to be analyzed and to try to extract as much information from it
as possible. This will not always generate the desired results, especialy if the mathematical
representation of the model isincomplete, or wrongly implemented in the model.

It is common in computer simulation, analysis or modeling inadvertently to introduce
errors, but for that same reason, the programmer must make sure that each line of code is correct
and its results are correctly displayed and interpreted. It is aso common for most
communications system’s design to make assumptions and simplifications in order to make the
problem tractable.

If the mathematical models of the system are clearly defined and understood, and correctly
implemented into the analysis model, then the probability of a successful prediction of the
system’s behavior is high. One way to test the correct behavior of amodel is by comparing the
simulated model results with areal system measurement or with an analytical solution.

If the system does not have a known mathematical representation, the predictive power of
the model can be obtained by means of indirect parameters, which is the case in this research.
Since there are no known models for satellite telephone network design, the indirect parameter to
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observe in this case is the economic performance of the system, both from the investor’s point of

view aswell asthe user cost.

5.4 Summary

In this chapter, economic models for a number of satellite technologies were devel oped and
its results presented. In Section 5.1 the analysis results for the different technologies were
presented and three traffic scenarios were discussed.

In general, it can be said that for low traffic scenarios, the model projections allowed avery
attractive return of investment, with the serious disadvantage that those projections were made
based on a very high assumed user cost. The reason for that high value is that the network was
optimized for a financial break-even point where the capital expenses were very high, which
produced alarge revenue when projections were made.

The main characteristic for medium traffic scenarios is that the capital and variable costs
are more reasonable than for low traffic predictions. The user cost is more affordable for the
typical rural user, but still allows large revenue projections over larger networks, again due to
resulting user cost. Figure 5.16 shows the cost-effectiveness of the different technologies.

It was also shown that high traffic scenarios provide the lowest user cost even with reduced
revenue projections ($0.20/min o $0.39/min). This behavior is due to the low user cost
mentioned before.  Although the user cost value would be a nice goal for the network designers,
it must be clear that it was obtained using high traffic predictions, which may not materialize and
revenue will not be as expected. In the second part of this chapter a comparison among the
different technologies is presented, comparing different performance metrics that alow
definition of the best technology for each case. The comparisons were made in terms of the
effect of parameter variation upon the system’s performance. These included the impact of
traffic variations as an economic indicator, in this case profits, as well as varying network size on
traffic and cost. Finally, a comparison of user time variations was done by comparing the total
accumulated operational time against user costs per minute for all technologies studied in this
research.
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Figure 5.16. Cost-effectiveness of the different technologies.

Technology Low traffic |Medium traffic {Low traffic
Fixed-SCPC $0.8628 $0.3143 | $0.2046
Fixed-MCPC (1/8) | $0.8716 $0.3172 | $0.2063
Fixed-MCPC (2/8) | $0.2479 $0.1093 | $0.0816
SCPC-DAMA $1.1829 $0.4210 | $0.2686
Mesh DAMA $1.8282 $0.6361 | $0.3976
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Chapter 6

Conclusion and Recommendations

This research focused on the development and evaluation of a methodology for efficient
and cost-effective rural telephone network design using satellite technology. A set of economic
models to evaluate different combinations of network topologies and multiple access techniques
were created and implemented, and a technical-economic assessment was performed on the
different technologies under different traffic scenarios.  Traffic intensity, network size and user
cost per minute were optimized to achieve the network’s economic break-even point under
different conditions and constraints.  Important parameters were identified to improve the
process of effective and cost-efficient satellite rural telephone network design.

Rural telephony is a common subject of interest to most large and/or developing countries.
The search for effective ways to bring telephone service to remote locations has been ongoing
for decades, with technical as well as economic limitations being recurring problems. The
assumption that rural telephony is not economically attractive due to low traffic or low user
income has delayed telephone service implementation in most rura areas of the world. Different
technologies, mainly point-to-point radio, have been proposed and used to provide this service
and most of the time the service has been subsidized.

Satellite communications provides the widest coverage area of all available technologies,
and mobile satellite services have been used for this purpose, but the cost of the service and that
of the earth stations still limits its widespread application. It was recently mentioned at the
United Nations Millennium Summit that half the world population lives with less than $2.00 a
day [Ahe0Q]. Those people cannot afford telephone calls even with low -cost tel ephone service
into their villages. The process of optimization for rural telephony is intended for those who can
afford the service.

This research has searched for ways to efficiently and economically provide telephone
service to rural communities in remote locations, with a satellite link as the access to the Public
Switched Telephone Network (PSTN). Different technologies have been proposed for this
purpose and a number of options have been discarded either for technical or for economic

reasons, with the rural application setting at the focus.
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This research effort focused on the development and evaluation of a methodology for
performance optimization applied to the design of satellite rural telephone network. Common
VSAT satellite network technology was used to implement the systems, and typica link budgets
were designed for each case, using typical data from commercialy available geostationary earth
orbit satellites.

Mathematical models for the technical and economic behavior of a number of different
technologies were developed using a combination of topologies and multiple access variations.
These models were developed analytically and then implemented as a set of spreadsheets that
allow analysis of the system performance and optimization of specified parameters. Evaluations
were performed on various aspects of network design, bounded by both technical and economic
constraints and applied to projections on traffic and network size to alow future network
predictions and growth.

Based upon these models, important technical parameters frequently used in network
design can be identified and optimized, including traffic intensity and network size, as well as
economic parameters such as user cost and return on investment. This research was intended to
define a methodology to model and analyze generic satellite telephone networks for rural
applications, not to design specific networks or improve existing ones.

Satellite network designers and planners can use the models developed in this research to
evaluate and optimize the process of network design according to their desired parameter

performance requirements
6.1 Summary of Research

Chapter 1 of this dissertation provides an introduction to the problem under investigation.
The rura telephony problem is presented along with the typical problems associated to this
application. The economic problems and technological limitations of current rural telephone
systems are emphasized, as well as the justification for using satellite communication systems for
rural telephone service. The basic assumptions and ssimplifications used in the network design
approach are discussed and presented.

Chapter 2 presents background information and literature review relevant to this effort.
The fundamentals of communication systems design are presented, including other technologies
that have been used for the rural telephony problem. Wireless local loops are discussed as well
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as their suitability for use in rura telephony. Satellite communications theory and models are
discussed and different types of satellite systems are explained including those used for rural
telephony and new technology. Finaly, an introduction into the economic issues affecting the
design of communications networks is presented, with an emphasis on technology assessment
and evaluation techniques.

The quality of service in digital telephony over satellite is explained in Chapter 3. This
chapter is divided between the two dominant networking technologies, the more traditional
circuit-switched networks, compared against the more versatile packet-switched networks. In
both cases, the discussion centers more on the quality of service parameters for real -time voice
and their effect on the transmisson over the satellite channel. An important part of any
simulation effort is the choosing of the appropriate technology and channel models. Various
satellite architectures and performance parameters are discussed in Chapter 3.

The network design methodology for rura telephone network design is presented in
Chapter 4. The performance metrics required for an efficient and cost-effective network design
are presented, aswell as the system’ s technical and economic boundaries. Optimization theory is
discussed and its application to communications network design is presented, with emphasis on
the economic parameters that influence telephone network design. Finally, the economic models
developed during this research for four different technologies are presented, along with the
design sequence for optimal network design. A combination of topologies and multiple access
techniques commonly used in satellite networks was applied to the rura telephone problem,
resulting in the Fixed SCPC, Fixed MCPC, Star SCPC-DAMA and Mesh SCPC-DAMA
economic models.  The resulting sets of equations for economic performance analysis are
explained and tabulated at the end of Chapter 4.

Chapter 5 contains the smulation results of the four technology models previoudy
described, the assumptions and simplifications to make the problem tractable, and the
interpretation of the results. Low, medium and high traffic scenarios provided the basis for the
technical and economic assessment, based on a network of one-hundred earth stations or satellite
carriers, and allowed for extended traffic and network size projections. The controlling
parameters allow the behavior of different technical and economic variables to be observed, as
they al change when the economic break-even point is reached at the end of the system’s

projected lifetime. Chapter 5 describes the performance of the network based on different
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optimization parameters, and compares the impact of varying factors on other network
parameters, placing them in different ranks.

Appendix A contains extensive documentation of the evaluation models, including data
from the different traffic scenarios and from the programs that were used to calculate the
resulting worksheet.

Appendix B contains the preliminary research that produced the novel packet network
architecture for rural satellite network design using a Modified ATM over Satellite (MAYS)
architecture and protocol. This architecture was an early result of this research, when packet
switching technologies were studied to provide rural communities with digital capabilities using
packet-switched networks. The architecture was limited in several aspects and the project was
abandoned, athough it was an early but important part of this research project.

Appendix C provides copies of conference papers that have been presented in academic

events and are directly related to this research work.
6.2 Conclusions

The motivation for this research was to provide technical and economic tools that allowed
an efficient telephone network design over satellite. The rural telephony problem is not new,
several communications technologies have been used in an attempt to solve it, and technical and
financial people agree that it is not economically attractive yet. The most commonly cited
reasons are the generally low income of rura populations, which cannot support telephone
service, and the expected low traffic intensity, which does not guarantee the network’ s viability.

The rura telephony problem was evaluated from a technical and economic point of view,
using of satellite technology and produced a set of models to measure and optimize performance
at areasonable cost. This research demonstrates a method to evaluate satellite communications
networks by optimizing important parameters during the design process. It has defined the most
important technical and economic parameters that affect network design, and provided a novel
set of economic models that result in cost-effective designs.

This research was oriented towards the development of a methodology for the optimization
of technical and economic resources, and to search for the best technology for a specific
problem. Therefore, part of this research involved the development of four economic analysis
models for satellite network design, which alow the technical and economic performance of
such networks to be predicted. Analyzing the modeling and evaluation results provides the
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designer with enough information to make a calculated decision regarding the economic and
technical feasibility of the proposed network.

Another interesting finding was that packet-switching technology is not yet ready to
provide telephone service on public networks.  Packet switching technology evolved from
computer networks, which have very different requirements regarding quality of service than
telephone service demands. Even packet-switched satellite networks are being designed with the
Internet and other computer applications in mind, with voice being a secondary application.

Broadband satellite networks are currently using generic GEO satellites with VSAT
terminals, with user capacities up to 2 Mbps and feeder links up to 8 Mbps. Packet switching
satellites are around the corner, and global LEO constellations will probably take a few more
years to achieve financial success. Pricing agorithms are being developed for packetized voice,
since the concept of length of call or distance is irrelevant in packet communications. Most
systems currently charge a flat monthly fee for a quantity of data volume and an extra charge
after the limit is passed.

The rural telephony problem is not yet solved, especialy for the low income population,
but it is a feasible solution for a large number of potential users with a higher income. Based
upon the smulation results obtained from this research, it can be stated that the lower boundary
of $0.25/min on user cost can be reached in certain cases, when public telephone offices are
used. Thisis especially true when the expected traffic intensity per earth station is equal to or
higher than 0.15 Erlangs (9 min/hr).

Individual rural subscribers will appear when aninitia public telephone office has become
widely used, people are used to making telephone calls and traffic has increased at the village
level. Inthiscase, the individual subscriber will probably have a higher income than the rest of
the villagers in order to support the service. Most rural telephony systems will need to be
subsidized initially before rural telephony can begin in most countries.

The solution to this problem is to help increase the rura population’s income instead of
lowering user costs. Subsidies cannot last forever. With this is mind, rural telephony must be
viewed as an investment for economic development, not as a public utility.

There are severa specific recommendations that can be made as result of the simulations

presented in this dissertation.
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The most important parameter in telephone network design is the expected traffic intensity
per node or carrier. It is crucia to estimate the correct traffic value when designing a
network, no easy task when previous information is non-existent. It has been shown in this
research that avery small variation in traffic figures (36 seconds/hour) can create variations
of $3 million in revenues or losses. The network sensitivity to traffic estimation errors
makes any departure from the predicted traffic a risk factor to be seriously considered in

the business plan.

The projections for traffic and network size generated by the smulations can be misleading.
The large revenues in low traffic scenarios with projected high traffic and large network
can only be reached by charging a high user cost per minute, which is obtained when the
low traffic smulation tries to reach the network’s break-even point. When that same tariff
is projected over a high traffic, large network, the resul ting revenue projections are almost
astronomical, up to $3.5 Billion in one case. The truth is that nobody would pay such high
costs, up to $1.86/min in the same case, thus the rea traffic would collapse and losses
would be large.  One should not lose 9ght of how the user cost values were obtained,

especially in low traffic scenarios.

Satellite user cost per minute is transparent to distance and applies to the satellite link only.
This means the user cost is independent of the distance between the earth stations, or
VSATs and Hub. However, once the call accesses the PSTN, any long distance charge
between the PSTN gateway and the called site will be based upon distance, length of call
and time of day. Thislong distance charge must be included in the call bill as an additional
charge to the user, on top of the satellite link portion.

Fixed SCPC, or plain FDMA, is recommended for small to medium size networks only, but
this limitation is not based on the economic evaluation from this research. It is mainly due
to the available satellite bandwidth and power, and the number of carriers that the satellite
can transmit while avoiding intermodulation products between adjacent carriers. Thisis
rather a technical constraint. Fixed SCPC is an interesting opti on, since it is usualy
regarded as atechnology that wastes satellite resources. Because of its pre-assigned access
nature, a Fixed SCPC network does not require complex hub nor remote earth stations, thus
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the capital cost per unit is smaller than with more complex technologies. The hub can bea
very smple earth station with enough transmit power capacity to uplink the necessary
number of satellite carriers to provide service to the network, but nothing else. The main
problem of Fixed SCPC networks is the large capital investment required in the remote
earth stations compared to other technologies, ranging from 35% to 40% of the total first-
year investment. A Fixed SCPC network generates revenue with traffic in the low to
medium traffic range (0.10 to 0.20 Erlangs, or 6 to 12 min/hr) with user cost ranging from
$0.20/min to $0.42/min. This is actualy a very cost-effective figure for the user, besides
having an available telephone channel always.

Fixed MCPC is recommended on medium to high traffic networks since its behavior is very
smilar to that of Fixed SCPC networks, only with a higher cost for the VSAT and hub
earth stations. Fixed MCPC is an attractive but somehow deceptive technology, alowing
the use of an earth station by multiple users over the same carrier. The most common
number of TDM telephone sets in commercial systems is eight, thus promising a large
amount of revenue by means of the multiple users and reduced satellite costs. In fact,
revenue will be generated depending upon the expected traffic per telephone set. If there
are eight telephone sets but only one is being used, that same user will have to pay for the
total amount of time the connection is using a satellite carrier.  For low traffic (0.05
Erlang) the probability that at least one user is calling is 28%, but for two usersit dropsto
5%, which means that for only 5% of the time there will be more than one person paying
for the satellite carrier.  This technology is definitively attractive on networks with very
high traffic per node, as in medium to large size villages (500 to 1000 inhabitants) with a
high traffic demand, which helps the users to divide costs. Simulation results show that a
single-user MCPC network generates results in the same range as Fixed SCPC. That means
medium to low traffic (0.10 to 0.20 Erlangs, or 6 to 12 min/hr) generates user costs ranging
from $0.20/min to $0.42/min. When two users are calling from the same earth station, the
user cost drops to less than $0.25/min for traffic over 0.10 Erlang (6 min/hr). Thisisthe
best user cost obtained in the smulations, but as mentioned, it happens only 5% of the time
so it is safer to assume the single-caller user cost figures. Some existing satellite
companies have decided to use MCPC networks (Intelsat, Iridium), only to find that the
real traffic isless than expected and have had to change their strategy (Intelsat) or go out of
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business (Iridium). Again, caution is recommended when observing the projections for
MCPC DAMA technology over large networks and high traffic.

Star SCPC DAMA technology can be used when the expected traffic per node is assumed to
be medium. In this research, thisis between 0.10 and 0.20 Erlangs (6 to 12 min/hr), with
user cost ranging between $0.32/min and $0.50/min. A Star SCPC DAMA network is
recommended in Situations when there is a medium to large size network with medium to
low traffic, so the number of carriers allows for agood grade of service for all the network
nodes. Although it is considered a somewhat expensive technology, most of the cost is
generated by the multiple remote earth stations' capital cost, about 60% of the first year
expenses. Theréative cost of the hub is rather low, around 8% of the first year expenses,
mainly due to the network management software for demand assignment, and higher

transmit power capability.

Mesh SCPC DAMA technology can only be justified when the expected traffic per node is
high, or when there is a need for users to call each other and not necessarily access the
PSTN. Otherwise, it is a very expensive option, with user costs ranging between
$0.42/min and $0.65/min for traffic between 0.15 and 0.25 Erlangs (9 to 15 min/hr).
Lower traffic intensity per node makes it even more expensive. The increase in network
size helps lower user cost per minute values, but if an increase in the number of gatewaysis
necessary, then the new gateway capital costs nullify the user cost gain. As a
recommendation, in Mesh SCPC DAMA networks it is preferable to increase the traffic
capacity of a mini-hub, rather than increasing the number of mini-hubs with less capacity.
The increment in cost for a mini-hub with more capacity does not equal the cost of a new
mini-hub, even if it means a higher long-distance telephone bill for the user.

In summary, the main thesis of this research work, that an efficient methodology can help
to optimize performance and evaluate economic and technical parameters for rural telephone
network design with current satellite technology, has been proved. The general panoramic of
rural telephony has been discussed, since technology alone cannot solve this problem. The

models developed here show that important information can be extracted from these models
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when correctly interpreted, and provide a general view of how a system would perform under
certain assumptions.

This research has expanded the understanding of satellite network design and performance
optimization. The results of this dissertation are being prepared for submission to two journas

and a conference. To date, publication of three conference papers has resulted.
6.3 Recommendations for Future Research

This research effort has extended the knowledge base of satellite network design inarura
telephone environment. A novel set of economic models was developed that significantly help
network designers to include performance optimization functions when designing satellite
networks. While the current methodology and models provide enough insight into the network
design optimization problem, extensions of this work may provide even more benefit. It is

recommended that the following areas be investigated.

1. Investigate the causes that make rural telephone network design an economic as well as a
technical challenge, and search for ways to further reduce user cost for technol ogies different

to the models presented here.

2. Traffic estimation for rural telephony must be seriously researched. Traffic tendencies over
time need to be established, too, since traffic is not uniform from the network’ s beginning to
system retirement.

3. Anayze the performance of the IP and ATM packet-switching protocols regarding quality of
service for real-time voice applications with large del ay-bandwidth product channels, such as
those found in GEO satellite networks.

4. Investigate the switching capabilities, hybrid topologies, technology-specific economic
models, and pricing algorithms of broadband GEO and LEO onboard processing satellites

5. Anayze the use of operations research theory to extend the network’s optimization
algorithms and include the use of several constraint variables.

6. Investigate the effects of voice compression on the capacity of satellite telephone networks
using different multiple access technologies.
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7. Anayze the capacity improvement and protocol interaction of satellite telephone networks
when interconnected to wireless local loops for local telephone/data service for cordless,

cellular, PCS or third generation technologies.

8. Investigate satellite and earth station technologies for the Ka and V frequency bands using
digital networks and onboard processing satellites.
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Appendix A

Network Design and Simulation Documentation

This appendix presents the documentation for the parametric design and analysis of the
models used in this research, specifically the results of the low, medium and high traffic

scenarios for each modd!.
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Appendix B

Modified ATM over Satellite (MAS) Architectureand

Pr otocol

Section 3.3 of the main part of this research mentions some of the basics of packet
switching technology and briefly introduces to Asynchronous Transfer Mode (ATM) technology
when used to transmit voice telephone over satellites.

One of the earlier directions of this research was oriented towards the use of ATM
technology over satellites, which could allow future use on packet switched networks, especialy
for Internet applications. Thiswork was not continued as the main research subject, but the basic
ideais still attractive and valid, and a short description of that work is presented in this appendix.

Since the direction of this research is based on a modified version of the ATM standard, a
brief description of ATM follows. This description is presented in order to introduce the
parameters and its posterior variants that make the Modified ATM over Satellite (MAYS)

architecture and protocol models.
B.1 Asynchronous Transfer Mode (ATM) Reference M odel

ATM provides an optimum protocol format for voice, video and data communications,
where cells of each can beintermixed. ATM cells can be transported over SONET, SDH, E1/T1
and other popular digital formats. Cells can aso be transported contiguously without and
underlying digital network format.

Voice and data have very different requirements regarding time senditivity. Voice cannot
wait for the long processing and ARQ delays that are not relevant in other data applications, so
ATM is able to distinguish between Constant Bit Rate (CBR) and Variable Bit Rate (VBR)
applications. Voice serviceistypical of CBR, so for thisresearch, all casesinvolved CBR over
ATM Application Layer type 1 (AAL1), described next with the Broadband ISDN reference
model. ATM was designed to operate over a Broadband ISDN (B-1SDN) network.
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B.1.1 B-ISDN Protocol Reference Model (PRM)

ATM provides for different applications to interwork together by using a layered protocol
reference model, defined by ITU-T Recommendation 1.321 and called the B-ISDN Protocol
Reference Modd (PRM), shown in Figure B.1. It offers a mechanism based on a number of
application layers with common interfaces between them and different protocols that allows
immediate |ayers to operate together.

/ Management Plane

Control Plan/ User Plane

T
|

Higher Prollocols Layers
|

ATM Adapﬂation Layer

<

Plane
Mgmt

ATM Layer

VAN

Physical Layer

Figure B.1. B-ISDN protocol reference model (ITU-T Rec. 1.321)

B.1.1.1 Cellsand Packets

The terms "cell” and "packet”" are often used equivalently, generating confusion as to which
iswhich. A cell isdefined as "the basic Payload Data Unit (PDU) when using packet switching.
In ATM acell consists of 53 bytes (424 bits), divided into a 5 Byte ATM header and a 48 Byte
payload", as described in [Dav99]. On the other hand, the same reference defines packet as "a
logical grouping of information that contains a header and/or trailer, and a payload”, which in
ATM would be a 53 Byte data unit, thus, a cell according to their previous definition.  Wishing
to avoid such confusion, in this document the following convention is established:

A cell is the basic payload data unit, ssgmented from the origina information bit stream,
and it is created at the Network layer of the OSI model, or its equivalent on the ATM and
Internet/I P layered models, according to its specific application type.
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A packet is the basic payload information unit created at the Data link and Network Layers
of the OSI model to be transferred over the Physical Layer. An IP packet may have variable
length. The ATM layer consists of a 48 Byte cell and a5 Byte ATM header, totaling 53 Bytes.
Itis created at the ATM layer, according to its virtual path and virtual channel requirements.

B.1.1.2 The ATM Adaptation Layer (AAL)

The ATM Adaptation Layer (AAL) implements part of the Network and Data Link Layers
at the OSl reference model, since some of its functions are to adapt and check the data for any
errors. The AAL is an end-to-end Data Link protocol, alowing the ATM layer to check for
errors only at the 5 Bytes ATM header. AAL checks for payload errors at both ends of the link,
thus allowing afaster data transmission as shown in Table 3.3.

Service Class ClassA ClassB ClassC ClassD
Timing relation

la)ﬁgw de;gi ﬁgﬁg:ne Required Not Required

Bit Rate Congtant Variable

Connection Mode Connection Oriented Connectionless
AAL protocol Typel Type 2 Types3/4,5 Type 3/4

Table B.1 Service classification for ATM Application Layer (AAL) types

Due to the different service classes that different applications demand, multiple AAL types
were defined, each with different functions and procedures that can be extracted from Table B.1.

B.1.1.3 Segmentation and Reassembly (SAR) Sublayers

The Segmentation and Reassembly (SAR) sublayer is responsible for packaging variable
length data from the bit stream into fixed length 48 Byte cells for transmission, and aso of
unpacking the cells to reassemble the data into the fina bit stream at the reception end. The
Convergence Sublayer (CS) performs error checking, extraction of timing informati on, and helps
with the reassembly of long PDUs before segmentation and after reassembly.

There are four main types of AAL, as mentioned next.
AAL Type 1. This supports Constant Bit Rate (CBR) traffic from a continuous bit stream source,

segmenting it into PDUs of 47 Bytes. The AAL1 is regarded as the option when
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transmitting Time Division Multiplex (TDM) real-time voice (telephony) and
video applications.

AAL Type 2. This provides Variable Bit Rate (VBR) traffic, needed in bandwidth efficient
transmission of short packets (less than 48 Bytes). This AAL is mainly intended
for low bit rate, delay-sensitive analog applications such as audio and video,
which require timing information but do not have a constant bit rate. One such
example would be compressed digital video or voice from a vocoder.

AAL Type 3/4. Initially AAL 3 was defined to provide VBR service on connection oriented data
applications, and AAL 4 was defined to provide the same service in
connectionless data services but have since merged into asingle AAL type.

AAL Type 5. This protocol was developed in order to offer connection-oriented servicesfor data
applications with a lower overhead than AAL 3/4 presented. It isasimpler and
more efficient AAL protocol, especially designed to match the needs of LAN
equipment manufacturers and high data rate, connection oriented users [Mid99].

B.1.1.4TheATM Layer

The ATM layer defines the structure of the ATM packet through the introduction of the 5
Byte ATM header into the 48 Byte payload cell. It isin charge of switching and routing ATM
packets throughout the ATM network, with some functions of the OSl Data Link Layer. The
ATM Layer defines the routing of the packet throughout the communications process by
allowing other switches to read its ATM header and send packets according to its previously
defined virtual route.

B.1.1.5The ATM Header

The 5 Byte (40 bits) long ATM header contains the information required for the packet to
travel the ATM network through its correct virtual connection path, previoudly defined when the
initial connection was established. Thisis done by assigning a Virtua Path Identifier (VPI) and
a Virtua Channel Identifier (VCI) to each packet, so the ATM switches throughout the network
know how the routing will be done in each case. There are two types of ATM packets,
depending upon the physical facilities faced by the packet: the end user and network interface
(UNI) or between network switches (NNI).
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B.1.1.6 The ATM Physical Layer

The ATM Physical Layer practically corresponds to the Physical Layer in the OS|
reference model. It is concerned with the transmission of data packets over a physicd
communications medium connecting two ATM devices and includes all electrical, mechanical,
functional and procedura functions and characteristics for access to the physical link. It is
comprised of two sublayers. The first is the Transmission Convergence (TC) sublayer, which
transforms the flow of cells into a steady flow of bits and bytes for transmission over the
physcad medium. The second is the Physical Medium Dependent (PMD) sublayer, which
defines the parameters at the lowest level, such as speed of the bits on the media. This is
described in [Dav99] and [ATM99], as adapting the electrical bits to the needed medium
waveform, either electrical (cables, wires), optical (fibers) or electromagnetic (radio, satellite).
It isin this sublayer that ATM over Satellite networking takes place, considering LEO or GEO
broadband ATM networks, usually with on-board processing satellites.

B.1.1.7 ATM Routing

As mentioned before, ATM is a "connection-oriented” transfer mode, which means that
although the circuit is packet-switched, the bits always follow the same path during the
connection period. The process of routing in an ATM network is done by a cross-connect
device called a "switch", which supports connections at the Virtual Path (VP) level, forwarding
packets to other switches across the network according to a connection plan stored in memory,
also called a"routing table". At the beginning of the call avirtual path is defined, so al packets
follow the same route through the same ports.

Proposed broadband satellite networks are devel oping on-board processing technology that
allows the use of the satellite as a network router, or asthey cal it, a" Switch in the Sky", which
will alow faster routing and forwarding. Since satellites can reach longer distances, it is
expected that less processing time will be required with the possibility of lower latency, athough
propagation time on satellite networks will still play a significant role in overall latency [FarQ0].

B.2 Research Plan

As mentioned throughout this work, there is a great need to provide telephone service to

under-served rural communities around the world. A research goal was established, based upon



176

the study for cost-efficient and technically sound solutions, considering the use of GEO satellite
systems and broadband networks. This research proposal presented the preliminary review and
technological foundations for a larger and original study on the subject or satellite rural
telephony.

B.2.1 Preliminary Review of the Modified ATM over Satellite

(MAYS) Protocol and Architecture

This research study proposed the foundations and steps required to orient results in arural
telephony application over satellite using packet-switching technology. The defined steps to
properly define the MAS model are described as follows.

To develop a complete and integrated model of a Modified-ATM-over-Satellite (MAS)
network architecture and protocols, including ATM Application Layer (AAL) protocols for
classes 1 and 2. Protocols for AAL classes 3/4 and 5 may aso be implemented, if deemed
necessary.

To test dl user and management protocols in a Matlab ssimulated environment, under bit and
burst error conditions similar to those found in digital satellite transmissions.

To implement the MAS architecture and protocol models into the OpNET modeling tool for
GEO satellite rural telephony and digital networks.

To smulate a hypothetical rural telephone network under varying traffic loads, network size
and propagation conditions, and observe the Quality of Service (QoS) indicators and other
important parameter's performance.

B.2.2 Expected Results
This research work has allowed the study and analysis of satellite rural telephone networks,

its main characteristics, parameters and quality indicators. It can also alow the integration of a
computer network standard such as ATM to a voice network like rural telephony. It allows the
study of communications theory from a systems level to the solution of a specific problem. The
expected results from this work were:
The study of packetized voice transmission via a GEO satellite, and its latency and
information degradation effectsin its desired Quality of service.
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The application of the systems engineering process to basic telecommunication systems
design considering the life cycle process approach.

The development of a smulation tool for ATM-compatible packet transmission and
reception for voice and data.

The definition and specification of anew set of user and management protocols for an ATM -
compatible network

The development of a new OpNET module for user and management traffic in an ATM-
compatible VSAT network ssimulation through a GEO satellite.

B.2.3 Expected Contributions
Once this study were completed, a comprehensive and integrated analysis of the MAS

network architecture and protocols would be obtained. The following aspects were considered
original and to be new contributionsin this analysis.
Previous technologies have tried to solve the satellite rural telephone problem by means of
low bit rate voice transmission through circuit switched networking satellites, mainly on a
narrowband RF channel using Demand Assignment Multiple Access (DAMA), with no
possibility for higher bit rate applications. In this work it could be possible to use packet
switching technology that allows the transmission of other applications as well asvoice. Bit
rate capacity could be increased, although it would still depend upon the Remote Earth
Station (RES) transmit power limitations.
Practically all ATM satellite systems currently operational or proposed include the full ATM
header during the satellite link, thus increasing bandwidth and bit rate, or decreasing
throughput. Satellites without on-board processing capacity do not use this field, which
further reduces system throughput and adding processing delay to overal latency. Satellites
with on-board capacity are out of this research boundaries due to increased costs and
complexity.
The MAS network architecture was planned to optimize overal latency and Quality of
Service in real -time applications such as voice transmission through GEO satellites.
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A new network architecture would be devel oped and specified, including the definition of its
protocol layer stacks for different applications, packet and parameter fields, as well as its
corresponding interfaces.

The new architecture was expected to provide rural users not only with telephone service, but
also with new digital packet technology, fully compatible with one of the newest information
network technologies, ATM. Multiplexing capacity wasincluded at each terminal.

The use of widdly available VSAT technology, athough not new in satellite rural
telephony, is being used for ATM-compatible transmission over generic GEO satellites. Most
future ATM-capable satellite systems will feature on-board switching and processing, requiring
specia portable terminals or telephones. The MAS architecture alows for common wired or

wireless connection to the Remote Earth Station.

B.3 Preliminary Research Results

This study describes the design of satellite rura telephony networks as a primary function,
with the capability to offer transmission of other packet-switched data applications over the same
network as a secondary function. The main goa in rura telephony network design isto provide a
cost-efficient telephone service to rural communities by offering Quality of Service through the
use of the best possible technology available.

After a long time studying currently available technology for satellite rura telephony, it
was found that several networks, architectures and technologies are currently offered by different
companies throughout the world. Nevertheless, none of them gives enough attention to the
boundaries previoudly set on Section 3.3 on this same document for a satellite rural telephone
system, therefore anew or modified architecture and protocols were needed.

ATM was chosen as the main standard to work with due to its many advantages regarding
voice transmission as well as multimedia capabilities and almost universal compatibility with
most Public Switched Telephone Networks (PSTN) around the world. A few modifications were
made to the standard ATM architecture and protocols, which give a better performance over the

satellite segment for the desired application.
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B.3.1 Initial System Architecture Definition

A telephone network needs to be designed for a rural community at both the local areafor
local traffic as well as the long distance link to the PSTN or other digital communication
networks. In the case of rural communities with varying population sizes, the local area problem
isto be avoided, rather focusing this work on the long distance connection via satellite.

One important objective is this work is to be used in future digitad communications
networks for both voice and data applications, as well as low-bit rate video services, such as
Tele-conferencing and Tele-education. With that objective in mind, and due to the growing
presence of networks carrying al types of digital multimedia, this work will try to fit the specific
application of voice, in this case telephony, through a packet-switched architecture for public
communications networks.  This work is based on the increasingly popular Asynchronous
Transfer Mode (ATM) technology, a packet-oriented transfer mode to be used over a Broadband
Integrated Services Digital Network (B-ISDN), which alows the delivery of high bit rate
services and integrates video, voice and data through a single network infrastructure [Dav99].

Since ATM was designed to operate over B-ISDN channels, which are mostly based on
fiber optic lines, the introduction of ATM over satelite channels has brought many new
challenges, which have been studied extensively [IEEEQ7, IEEE99-1, IEEE99-2]. Nevertheless,
the problems and proposed solutions involved mainly data (Internet) and high-speed video
transmission, and invariably from urban sites. Thus the specific area of telephone transmission
from rural sites has not been studied with enough intensity so as to provide a cost-effective,
technically sound network design. This work is headed in that direction, proposing a modified
version of the ATM standard, specially adapted for telephone networking through a generic
Geostationary Earth Orbit (GEO) satellite. The objectives are to provide a telephone Quality of
Service comparable to land telephone lines, only with higher latency due to the satellite link.

B.3.2 Quality of Service Indicators
A network architecture and protocol will be defined based upon QoS parameters that

provide efficient network design and service. The traffic parameters to be closely followed will
be Peak Cell Rate (PCR), Sustainable Cell Rate (SCR), Minimum Cell Rate (MCR) and
Maximum Burst Size (MBS), which will define the QoS of the desired services (CBR over AAL
1and VBR over AAL 2). To obtainthis, it is needed to negotiate a traffic contract that provides
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QoS on network parameters such as Cell Loss Ratio (CLR), Cell Delay Variation (CDV) and
Cell Transfer Delay (CTD). All parameters mentioned above will coexist in an environment
composed of aModified ATM over Satellite (MAYS) architecture and protocol, explained next.

B.3.2.1 Latency

The MAS architecture was designed based upon minimizing end-to-end delay during the
satellite segment of the network.  Although propagation time can not be reduced, a number of
small functions were eliminated with the ATM and Physical Layers, not considered duri ng the
satellite portion of the network operation.

B.3.2.2 Bit and Packet Errors

Bit error rate (BER) and Packet error rate (PER) indicators will be monitored during the
simulation process in order to provide an overview of the MAS network performance. Random
errors at the bit and burst levels will be simulated following various probability density

functions, according to typical performance measurements.

B.4 Modified ATM over Satdlite Network Architecture and

Protocols

B.4.1 Overall MAS Networ k Architecture

A new point-to-multipoint satellite architecture for digital networks has been developed as
part of this research involving a VSAT-like packet network transmitting ATM payload cells. A
low operational cost is expected by using typical transponder bandwidth on a generic bent-pipe
GEO satellite using low cost VSAT remote terminals a star configuration network. Any
available RF frequency band can be used on this network, depending upon available satellite
coverage and bandwidth. Low capacity VSAT remote earth station terminals are used for rural
access applications.

The private digital network consists on up to 256 Remote Earth Stations (RES) and one
Gateway Earth Station (GES) with a back-up, interconnecting the remote private networks to a
public or another (larger) private network as shown in figure 4.1. Both telephone and data
networks can operate on this architecture, according to its payload type and ATM Application
Layer (AAL) .
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Figure B.2. Modified ATM over Satellite (MAS) network architecture

Each RES can be connected to a local digital communications network (LAN, ATM,
telephone), allowing satellite access to up to 4 switched or multiplexed simultaneous users per
remote Site, and up to 1024 simultaneous users on the complete satellite network. This system
uses an ATM-compatible architecture suitable for cell and packet transmission over a GEO
satellite network.

Modifications are made in order to adapt the system to a large delay connection so that it
does not require waiting for acknowledgment. A remote LAN, ATM or wired/wireless digital
telephone network can be connected to the Remote Earth Station (RES) for long-distance
satellite routing to a private or public data network, as well as the PSTN, through a Gateway
Earth Station (GES). The GES is the heart of the satellite-based system; it controls the RES
VSAT network and acts as a gateway to the digital packet-switched networks.

B.4.1.1 Remote Earth Station (RES) Architecture.

The Remote Earth Station is based on a number of subsystemsthat help deliver information
both ways. a packet to the satellite network, and user data to the local network. This is
accomplished by means of severa interfaces, some of them standardized and some of them
especially designed for this architecture, which is called MAS network architecture. In the case
of voice (telephone) transmission, the ATM Application Layer's Segmenting And Reassembly
(SAR) subsystem, which segments the received voice (or any other application, in a genera
case) into typical ATM payload cells and adds the corresponding AAL header.
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Thisis creates a standard ATM cell (48 Bytes), but it is not yet an ATM packet (no ATM
header has been included). Figure B.3 shows the basic RES architecture.

4Ch 4 Ch

LAN, I
POTS

AAL MUX MAS RES

Figure B.3. Remote Earth Station architecture

The RES then adds a Modified-ATM-over-Satellite (MAS) header and trailer, thus creating
aspecia satellite packet, which isthen sent over the satellite channel. Satellite multiple accessis
a choice between SCPC-DAMA and Slotted ALOHA, since overal latency and propagation
delay is crucial in this application. Bit rate is also limited due to bandwidth and transmit power
at the VSAT termina

B.4.1.2 Gateway Earth Station (GES) Architecture.

The recelving Gateway Earth Station is the most important element of the MAS
architecture. It receives the multiplexed (or switched) channels from each RES and routes the
packets to a MAS-to-ATM converter interface system. It discards the MAS header and coding,
then adds a standard ATM header to each packet and sends it to the ATM-based network or to
the PSTN if needed, thus reducing latency and need for retransmissions.

If the application isreal time, such as voice or video, it ignores bit errors that do not affect
the Quality of Service (QoS) below a predefined threshold. If the application is non-real time,
such as data, the GES demands a retransmission from the RES, thus increasing system latency
and hurting overall throughput. An ARQ variant is used for this situation.
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Figure B.4. Gateway Earth Station (GES) architecture

B.4.2 MAS Protocol Layer Architecture.
The MAS protocol must be properly integrated into the new network's protocol layer

183

architecture, which helps define al new interfaces in the whole network, basically at the RES
and GES ends of the satellite link. Thiswill alow illustrating what el ement is needed at which
stage, in order to correctly specify the new network architecture.  Still, it must be able to interact
with standard ATM interfaces at the output of the GESs MAS segment, therefore the upper

layers of the MAS protocol must comply fully with the ATM standard protocol throughout the

network, as shown in figure B.5. The MAS management protocol stack must follow this

requirement, too.

RES Satellite GES ATM/PSTN
Application Application
AAL AAL AAL AAL
MAS MAS ATM ATM

S-MAC S-MAC S-MAC
S-Phys <:> S-Phys <:> S-Phys Physical <:> Physical
Remote Satellite Gateway Earth Station End Network

Tarminal

Figure B.5. MAS protocol layer architecture.
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As Figure B.5 shows, the MAS network architecture does not depend on on-board
processing satellites, and ATM switching is not performed during the satellite link segment,
therefore no virtual paths or channels are needed. The MAS packets are addressed between
RES and GES through their unique RES and MUX user fields in the MAS header. After the
MAS packet is received at the GES, it correctly identifies the user station and channel, dropsthe
MAS overhead and creates an ATM Virtual Path and Channel (VPI/VCI) field at the new ATM
header on a UNI interface.

These new fields are created at the GES during the initial set up at the beginning of the call,
and define VPl and VCI information. The GES main function is to correctly route packets
between the ATM and the MAS networks, thus requiring much computational power (memory,
buffering, high-speed routing, packet re-assembly) for network operation as well as network
management functions. The high complexity demanded from the Gateway Earth Station is
balanced by the simplicity (and lower cost) of the satellite and multiple Remote Earth Stations.

B.4.2.1 MAS network traffic capacity.

The proposed MAS network architecture allows up to 256 remote earth station to
communicate to a larger network via satellite through the GES. An important parameter in any
communications network isits traffic capacity at certain load traffic. Since each RES RF carrier
allows up to 4 AAL 1 multiplexed users, theoretically it could serve 1024 Continuous Bit Rate
(CBR) smultaneous users, but telephone theory shows that, depending upon the expected or
measured traffic, many available telephone lines will be idle most of the time. It isimportant to
define the required satellite RF bandwidth for the MAS network, since thiswill heavily affect the
viability of the rural network.

Defining the correct multiple access technique to the satellite is crucial in this phase of the
network design, since it allows the network's RF channel specification with considerable less
bandwidth than the required in a fixed Frequency Division Multiple Access (FDMA) or Time
Division Multiple Access (TDMA) environment.

In the first case the FDMA network requires one RF channel for each RES, resulting avery
large satellite bandwidth, which is expensive for the network operator, and if unused most of the
time results in an inefficient network design. On the other hand TDMA requires higher data
rates and, therefore, more carrier bandwidth, which demands larger antennas and powerful
transmitters at the RES, thus increasing the overall cost of the network.
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For a 256 RES rura network at 128 kbps per termina at QPSK, with 0.25 Erlang traffic
per RES would require 64 100 kHz channels (6.4 MHz total satellite bandwidth) if a SCPC-
DAMA multiple accessis used.

B.4.3 MAS Protocol Specification

B.4.3.1 MAS Protocol Packet Model

The new protocol created in this research has been designed to allow all RES stationsin the
network to communicate with the Gateway Earth Station as required by the MAS satellite system
architecture. The new protocol includes information regarding the application type, its cell
information as well as its RES of origin and multiplexed port at that specific RES. Next, the
MAS protocol is explained, along with an indication of each bit field in it.

The Modified-ATM-over-Satellite (MAS) packet was assigned the bit distribution shown
in the following figure. The payload data may be any type of data, segmented according to its
ATM Application Layer (AAL) category (CBR, VBR, ABR, etc.) but its total packet length must
always be 53 Bytes (424 bits), as shown on Figure B.6 for AAL type 1 (CBR). The samefigure
also shows the percentage of user information (payload), which helps explain the protocol's
information carrying efficiency (almost 89%).

53 Bytes (424 bits)
24 bits (5.6 %) 8 bits (1.9 %) 376 bits (88.7 %) 16 bits
(3.8%)
MAS header AAL1 header Payload data MAS trailer
1 25 33 409 424

Figure B.6. General structure of the MAS packet model and overhead distribution for AAL 1.
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B.4.3.2 Structure of the MAS User Protocol M odel.

The MAS protocol structure is presented next for real-time voice transmission, asit would
appear on the rura telephony case. The parameters presented are assuming Constant Bit Rate
(CBR) service, class 1 ATM Adaptation Layer (AAL1) and the required MAS header and trailer
to be used over the MAS network. Figure B.7 shows this process from application to MAS
physical layers.

Digitized voice stream (real-time)

101010010001001001010001010101001010100101110010101000101001011101101010

Segmented CBR voice cells (47% 376 bits /

Payload Payload Payload Payload Payload

47 Bytes
(AAL header class 1) / \

< 1Byte >

Csi SN CRC CBR Payload
1 bit 3 bits 4 bits 376 bits
W’ 48 Bytes /
RTI UCI | ALT | PT | CLP | CRC PDU (Payload) CRC
8bits 2b 3b 3b 1b 7bits 384 hits 16 bits

ATM satellite packets 53 Bytes /

R R

424 bits

Figure B.7. Protocol reference model for MAS packet encapsulation (AAL type 1 case)
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Table B.2 describes each parameter shown in Figures B.7 and B.8, and their individual
position in the MAS packet along with some comments. An important issue to be described in
detail later is that the MAS packet uses three different error control fields with a different
application each, as explained next.

The AAL header includes a CRC field at the end of the header, which is part of the ATM
standard and is used to detect and correct bit errors that may have been introduced during the
packet transmission. This field uses a 4-bit error detecting and correcting code, which alows
correction of any change at the AAL header Convergence Sublayer Indicator (CSl) and Segment
Number (SN) fields. All headers must have ample redundancy to alow recovery of the header
information and avoid losing the complete packet.

The MAS header aso includes a CRC field, also called Header Error Correction (HEC)
field, which is a 7-bit error detecting and correcting code that ensures the correct addressing of
the MAS packet over the satellite link. It keeps the RTI, UCI, ALT, PT and CLP fields from bit
errorsthat could affect the packet's correct addressing.

The MAS trailer includes the PED, which is a 16-bit error detecting-only field, used to
detect error in the payload. If an error appears, it signals the GES about it and depending upon
the packet's application it request a retransmission (data transmission case only) or alow the
packet to be used asit is (real -time voice and video cases). The reasoning behind this choiceisa
crucial one: speed vs. precision.

It is assumed that real time applications such as voice and video include a great deal of
redundancy and a few bit errors can be accepted as long as the packet is not lost. In this case a
retransmission request over the satellite link will greatly affect the QoS of the red-time
application. On the other hand, precision is more important for data transmission, so if payload
errors are detected at the receiving end of the link aretransmission is requested and the erroneous
packets are sent again.

The receiving terminal, either RES or GES, will accommodate the received packets and
will wait for the retransmitted packet to arrive before delivering the subsequent packets in the
initial order of presentation. This requires a Selective Repeat ARQ (A utomatic Repeat Request)
type of coding, and a great deal of buffering at both ends of the link. The receiving earth station
will make this choice based upon the Application Later Type (ALT) field on the MAS header,
which indicates the class of service being transmitted (CBR, VBR, ABR, €etc.) on its 3-bit field.



MAS satellite packet

53 Bytes

424 bits total packet size

24 bits 8 bits 376 bits 16 bits
(5.6%) (1.9%) (88.7%) (3.8%)
MAS header AAL1 header Payload data MAS
1 25 33 409 424
MAS header CRC AAL header CRC Payload data CRC
CRC = Error detecting and correcting field (necessary on headers)
CRC = Error detecting only field (applied to payload only)
8hits 2 3 3 1 7 1 3 4 376 16
RTI UCI ALT PT ¢LP HEC gsSl SN CRC Payload data PED
1 9 11 14 17 18 25 26 29 33 409 424

Figure B.8. Structure of the MAS packet: MAS header and trailer, AAL 1 overhead fields
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Table B.2. Elements of the MAS packet protocol

Description bits Comments
RTI Remote Terminal Identifier 8 256 Remote Earth Stations possible
UCI Usear Channel Identifier 2 1to4 TDM multiplexed users per RES
ALT Application Layer Type 3 Upto8possible AAL types possible
PT  Payload Type 3 Part of ATM header, indicates management/user cell
CLP Cdl Loss Priority 1 Patof ATM header indicates high/low priority
HEC MAS Header Error Correction 7 (24,17) MAS header error correcting code
CSl  Convergence Sublayer Indicator 1  On AAL, describes ATM/non-ATM format
SN Segment Number 3 1-8 Sequentia numbering of payload cells
CRC Cyclic Redundancy Check 4 (8,4) AAL1 cell header error correcting code
PDU Payload Data Unit 376 AAL1 Payload data (CBR user cell, 47 Bytes)
PED Payload Error Detection CRC 16 Payload error detection only, no correction
MAS Modified ATM over Satellite 424 Total modified ATM packet for satellite network

B.4.3.3 Structure of the MAS Management Protocol Model.

Although the MAS management protocol model has not yet been implemented, it will be

part of the specification. It will involve the management plane shown in Figure B.1 for both

layer management and plane management. Management functions will be included into the

MAS protocol and will be compatible with standard ATM management functions.

B.4.3.4 Structure of the MAS Error Control Coding Models.
The CRC field included in the AAL header part of the ATM standard and is used to detect
and correct bit errors that may have been introduced during the packet transmission. This field

uses a 4-hit error detecting and correcting code, which alows to correct any change at the AAL
header Convergence Sublayer Indicator (CSl) and Segment Number (SN) fields. All headers



190

must have ample redundancy to allow recovery of the header information and avoid losing the
complete packet.

The CRC field included in the MAS header, also called Header Error Correction (HEC)
field, is a 7-bit error detecting and correcting code that ensures the correct addressing of the
MAS packet over the satellite link. It keeps the RTI, UCI, ALT, PT and CLP fields from bit
errorsthat could affect the packet's correct addressing.

The MAS trailer includes a final field called PED, and it is a 16-bit error detecting-only
field, used to detect error in the payload. If an error appears, it signals the GES about it and
depending upon the packet's application it request a retransmission (data transmission case only)
or allow the packet to be used as it is (real -time voice and video cases).

The reasoning behind this choice is acrucia one: speed vs. precision. Voice and video may
accept afew bit errors since aretransmission delay over the satellite link will seriously affect its
QOS, so0 no retransmission is requested. Precision is more important for data transmission, so
when errors are detected a retransmission is requested, thus ensuring a high precision
transmission, if adelayed one. The information required for this choice is sent at the Application
Later Type (ALT) field on the MAS header.

MAS Multiple Access Algorithm.
As mentioned before, a fina decision has not yet been made regarding the satellite multiple

access to be implemented in the MAS network. It is a very important decision, since it will
define the architecture's efficiency, and it seems highly possible that it may be some form of
Demand Assignment Multiple Access (DAMA) or Slotted Aloha with Reservation. This is
because both techniques allow an efficient use of the satellite system's bandwidth.
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B.5 Case Simulation of the MAS Protocol Mode

The initial steps for the MAS protocol model have been implemented using the Matlab
environment in order to test its viability and protocol complexity. A number of MAS user
packets were generated following the MAS protocol stack shown in figure 4.8. A user
application consisting on Continuous Bit Rate (CBR) data at the upper layers was converted into
MAS packets using the ATM Application Layer type 1 (AAL 1), and the main MAS protocol
layers were implemented and compared before and after overhead was added.

Binary sequence

U

AAL - CS PDU Segmenting / Reassembly

AAL - SAR

AAL header / trailer

MAS Layer @

MAS header / trailer

MAS Physical Layer @

MAS Phvsical Laver

Higher protocol layers

Figure B.9. B-1SDN protocol reference model and simulation implementation sequence

Figure B.9 shows the different layers and the required interfaces and functions in sequence.
Since each step must be carefully implemented, severa agorithms were created for each
interface in this specific case (CBR on AAL 1). A number of interface algorithms will need to
be implemented for each different case in order to make the MAS network be part of a complete
protocol and interface specification. The simulation processis explained in Figure B.10, where
the sequence of events indicates each simulation step required when generating a MAS packet.

B.5.1 MAS Model Simulation Sequence

A smulated communications system was developed in order to test the MAS protocaol,
including a basic transmitter, a transmission channel and a receiver. The simulated system did

not include any physical layer elements, since that subject is out of the scope of this work.
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Nevertheless, binary transmission was generated and different elements of the MAS protocol
were implemented and tested. The simulation sequence is shown in Figure B.10 and is briefly
explained next.

The first step was to generate the binary sequence representing a digitized voice bit stream
with enough data to simulate at least several hundred nicroseconds of voice. The resulting
binary sequence was tested for average distribution, presenting a probability of occurrence of 0.5
for both ones and zeroes in sequences longer than 2 kbits. Four binary sequences were generated
to provide different bit streams.

The second step was to segment the bit stream into payload data units (PDU), or payload
cells, according to the proper AAL convergence sequence and defined cell size. The resulting
Packet Data Units (PDU) were then reassembled and compared to the origina sequences.

Generate binary sequence Recover binary sequence

1l 7

PDU cell segmenting PDU cell reassembly

1 i

Add AAL header Delete AAL header

iy i

Add MAS header/trailer Delete MAS header/trailer

MAS Phvsical Laver Propagating channel > MAS Phvsical Laver

Figure B.10. MAS model simulation sequence

The third step was to add the AAL header to the PDU, in this case AAL 1 was used, and a
48 Byte ATM payload cell was generated. The resulting cells were then separated from the
AAL header, reassembled into the original binary sequence and successfully compared to the
original sequences.

The fourth step was to take each new payload cell and add the MAS header and trailer,
creating a MAS packet in each case. Once the MAS packets were complete, a transmission
channel was simulated in order to introduce errors in the information according to a previously
established Bit Error Rate. At this stage the ssmulated channel has a characteristic value of 1
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and no errors are being introduced since the error control coding elements of the MAS protocol
are not yet ready.

The received MAS packets were disassembled retrieving its MAS overhead from the AAL
cell, then the AAL header from the PDU segment and finaly reassembled the payload
successfully into the original binary sequence.

The next step would be to actually simulate the MAS physical layer, but it was decided to
avoid that part since it is not into the scope of this work. The physical layer parameters,
including RF signal modeling (modulation, etc) will not be implemented in this research.

Once the MAS layer packets are ready, alink ssimulation will follow, introducing a random
number of errorsinto the transmitted information. The errors will be smulated as changes from
ones to zeroes and vice-versa, according to a previously defined BER value. Errors will be
presented as bit errors and burst errors, to properly characterize typical satellite propagation
impairments. This stage has not been implemented yet, since a review of error control theory
needs to be done before introducing errorsinto the simulation.

When that part is ready, independent uniformly distributed errors will be introduced for the
bit error case, and larger blocks of errors will be used for the burst error case. Basic error
detection and possible correction will be included into the MAS protocol headers and trailersin
order to avoid or minimize the number of requested retransmissions.

B.5.2 MAS Simulation Model Parameters

B.5.2.1 Binary Sequence Gener ator

The initid stage of the MAS protocol simulation has been implemented using a Matlab
environment, regarding the generation of 4 pseudo-random binary sequences. In the first case a
generator with register length 14 and primitive polynomials[1, 6, 10, 14] w as used, as described
in [Jer92], Table B.3, generating 16,384 pseudo random bit sequence and shown in Figure B.11.
The four binary sequences provide different bit streams using linear shift registers of length 14
(taps[1, 6, 10, 14]} and length 15 (taps [1, 15], [1, 5, 10, 15] and [1, 3, 12, 15]) from [Jer92].
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Figure B.11 Linear shift register generator of length 14 associated with taps[1, 6, 10, 14]

Once the other binary sequences were generated using four different polynomials of length
14 and 15, the MAS Segmentation and Reassembly (SAR) sublayer was implemented for CBR
serviceon AAL 1. A similar process will follow for VBR service over an AAL 2 model and if
deemed necessary, the same for AAL types 3/4 and 5.

B.5.3 Binary Sequence Segmentation Algorithm

The binary sequence is segmented into Payload Data Units (PDU) consisting of 376 bits
(47 Bytes) for AAL 1. Thevariable InitialPayload(j) isthe origina bit stream generated by the
binary sequence generator and the variable UserData(i,j) is the ju bit of the iy PDU. The
segmentation algorithm used is presented as follows.

g ¥°
UserData (i, j) = A a InitialPay load (376(i - 1) + )

i=1 j=1

B.5.3.1 AAL Header Assembly

The AAL 1 cell iscaled UserCell, and is a 384-hit cell by adding an 8-bit AAL header
comprised of 3 data fields: a 1-bit Convergence Sublayer Indicator (CS), a 3hit Segment
Number (BinSegNum) and a 4-bit Cyclic Redundancy Check (AAL_CRC). This header is
followed by the PDU (UserData), as follows.

¥ 384 k 8 k= 376
UserCelli, j) = aagE:SI(l 1)+a BinSegNur(i, k)+aAAL CRC(i, k) + aUserDat@ k)—

i=1 j=1e k=1 k=1 k=1
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B.5.3.2 MAS Header and Trailer Assembly

The MAS packet is called Packet, and it includes the 8bit Remote Termina Identifier
(RTI), a 2bit User Channel Identifier (UCI), a 3-bit Application Layer Type (ALT), a 2bit
Payload Type (PT), a 1-bit Cell Loss Priority indicator (CLP) and a 7-bit MAS Header Error
Correcting (HEC) code. This header isfollowed by the AAL payload cell UserCell and appends
the MAStrailer at the end, called Payload Error Detection (PED) code.

€ & 3 S $ & & 0
a ¢a RTI(i,k)+ g UCI (i,k) + @ ALT(i,k)+@a PT(i,k) + CLP(i,1) + g HEC(i,k) +q UserCell (i,k) + g PED(i,k)~*
j=1€ k=1 k=1 k=1 k=1 k=1 k=1 %)

k=1

Packet (i, j) =

¥
o
i=

1 j=1
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Appendix C

Conference Papers Derived from this Resear ch

This appendix presents the references of the two conference papers where preliminary results
about the rural telephony by satellite research carried over the previoustwo years (1998 — 1999).

R. Conte, T. Pratt, "Remote and Rural Telephony through Hybrid Terrestrial Wireless and
Satellite Networks’, 3 Wireless Communications Conference |IMAPS-WCC' 98
proceedings, pp.69-74, November 1998, San Diego, Ca.

R. Conte, T. Pratt, “Rura Telephony Performance with Wireless and Satellite Networks’,
Proceeding of the 2™ IEEE-UCSD Conference on Wireless Communications, pp.21-26,
Feb. 28 - March 2, 1999, San Diego, Ca.
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